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Short Answer Questions

Write your answers on the answer sheet. No need to provide details
unless otherwise told. Each blank worths 5 points.

B In a survey of 300 visitors, 165 responded that they prefer to go to the beach and 135
responded that they prefer to stay in their hotels. Let p denote the fraction of all visitors
who prefer to go to the beach and @ (-) be the cumulative probability density function of
the standard normal distribution. The approximate p-value for the test Hq : p = 0.5 versus
Hy:p>05in terms of ®(-) is )" . If*the true p is 0.6 and the 51gn1ﬁcance level
a = 0.05, the power of this test in terms of ® B N2)

B Let X be the number of weeks before the prices change in.a grecery store and p be the
probability of updating the prices in“a given week. The pricing decision is independent
between any two weeks. If the distribution of X is described by

f=k (m - 1)10’” W o) Y.

r— 1

where z = 7, 7 + 1,.. ‘The average duration of prices in this/store’is/” (3) ifr=1.

B Let X and Y be two nandom variables where E (X ) bx, Var(X) = o%, E(Y) = py,
Var (Y) = o2 and their correlation is p. I #(Y[X)= a+bX where o and b are constants,

thena= (4) ,b=. (5) ,and E[Var(Y|X)]= (6)

B Let X be a random variable with™the distribution

where o > 0 and 8 > 0. If Y = 1/X, the probability density function of Y is (7) ,and
E(Y")= (8) , wherer is a positive integer.
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Let X be a random variable with the distribution f (z) = 6z°7!, where0 <z < 1 and 6 > 0.

Let £(X) = p, and S = (1/n) 27, X;,where i = 1,2,..,n. The statistic S converges in

probability to  (9) , and y/n (§ - yx) converges in distribution to ~ (10) .

Consider a linear model y; = fz; + w; where u;|z; ~ N (0,02). The maximum likelihood

estimator 8 = (11) , and the maximized log likelihood in terms of the residual u; is
(12) .

Consider a linear model y; = 41 + ngwhere E (7%= 0 but Var (n,) and the distribution of
n are unknown. The method of moments estimator for 2 is  (13) , and an appropriate

estimator for Var (n,) in this caseis  (14)

. . ’ iid. . .
Consider a timejsefies g = 0.5y + ¢, where €, ~ (0,0%). Its long-run variance is

(15) , and /the first-order j/autocorrelation function, i8 (16) . Consider another
process y; = 0.5%—1 + @Yo + ¢,. Therange of ¢ that ensures the stationarity of this

process is  (17)

The table below displays twenty actual observations of a binary varfable Y and the predicted
probability Pr (Y = 1| X) using aset of variable X.

Actual | \1 . T S 0 o 0

Predicted | 055 0.42 012 0.85 0.72 008 0.81,/024 0.61 0.03

Actual | 1 g™ ] ™G 1 0 0 1
Predicted | 0.02 075 033 0.69 038 059 039 027 0.17 0.75

The odds of Y = 1 relative to ¥ = 0 1s (18) . Given the criterion Y = 1if
Pr(Y =1/X) > 0.5 and Y = 0 otherwise, the percent of correct prediction is ~ (19)
and the coordinate on the receiver operating characteristic (ROC) curveis  (20) .
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