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m. Let Ky, K,, ...., K, denote a sequence of independent and identical distributed
K, £A L 2 > g Bernoulli(p) random variables.
F— HE R .
(—) What is the MGF ¢ (s)? (10%)
#1a #1878 (=) Let M = K, + K, + -+ K, what is the MGF ¢ (5)? (10%)
EEER

| kakmR 528 > B 20 5 £ 100 5 ¢ %.Let Xy,X5, ...., X, denote a sequence of independent and identical distributed
O RsIvEE  EABSBEREAREALERBEFREELSELL - sequence of exponential random variables, each with expected value 5.
3. AARHYBLALERZEEBMNRESL  FRIA T o (—) Let M,(X) = (X; + X + -+ X;,)/n. What is Var(Mg(X)), the variance of the

sample mean based on 9 trials ? (10%)
(=) Use the central limit theorem to estimates P(Mq(X) > 7), the probability that the

— . Random variables X and Y have joint PDF

sample mean of 9 trials exceeds 7. (10%)
xy\X,Y) =

0 otherwise

(—) What is k? (5%)
(=) What is the marginal PDF of X' ? (5%)
(=) Are X and Y independent? (10%)

—. Random variables X and Y have joint PMF
Px,y(er’)| y=-3 y=-1 y=1 y=3

x=-1 1/6 1/8 1/24 0
=0 1/12 1/12 1712 1/12
x=1 0 1/24 1/8 1/6

(—) What is Cov(X,Y) ? (10%)
(=) Let X(Y) = aY be a linear estimator of X. Find a*, the optimal value of a that

minimize the mean square error. (10%)

= . Random variable X has CDF

0 x < —3

_ )04 —-3&£X¥<h
Fx(0) =108 5<x<7
T x =7

(—) What is the conditional CDF Fyjxso(x)? (10%)
(=) What is the conditional PMF Py y~0(x)? (10%)



