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1. If alinear transformation from a vector space V to another vector space W is one-to-one, which
of the following statements is/are true?
(A) Itis onto;
B) dim(V)=dim(W);
(C) The null space of this transformation contains only the zero vector;
(D) Itisinvertible;
(E) All of the above.

2. Consider a subset S= { (1, 2, 1), (2, -1, 1)} of R®, which of the following statements is/are true?
(A) The set S spans a subspace in R?;
(B) Such a subspace is the z = 1 plane in R?;
(C) The set S'is a linearly independent set;
(D) The two vectors in S are orthogonal in the subspace;
(E) If we add another vector (0, 0, 1) into S, this set can span R>.

3. Which of the following processes is/are linear?
(A) Fourier transform of real-valued functions on R;
(B) Laplace transform of real-valued functions on R;
(C) Determinant calculation of real nx»n matrices;
(D) Inner product of an arbitrary vector x and a fixed vector z in R”;
(E) Norm calculation of vectors in R”.

4, What is the rank of the matrix:
1 -1 0 0
-1 2 -1 01},
0 -1 2 =17
0 O -1 1

A) 0

B 1L

(O

D) 3;

(E) 4.

5. Find the determinant of the symmetric Pascal matrix:

11 1 1
1 2 3 4
1 3 6 10/
1 4 10 20

A) 0

B) L

©) 2

D) 3;

(E) 4.
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6. Find the parabola y = a -+ b x + ¢ x* that comes closest (least squares error) to the data points:
(x,1)=(-2,0),(-1,0), (0, 1), (1, 2), and (2, 0).
(A) a=40/35,b=0,c=1/7,

B) a=41/35,b=1/5,c = —2/7;
(C) a=40/35b=-1/5,c=2/7;
D) a=41/35b=0,c =-2/7;
(E) a =40/35,b=1/5,c=1/7.

7. Which of the following sets consists of the eigenvalues of A = [g __22] ?

(A) {3,—4}
B) {3,4};
© {5-7}%
(D) {4,-3}%
(B) {2,—4}.

8. Consider two matrices A =

11 1 1
1 2} and B = l 3 0]. Which of the following statements
3 3 -3 4
about the inner product (A, B), and their orthogonality is/are true?

(A) (A,B) =0, orthogonal;

(B) (A,B) = 6, not orthogonal;

(C) (A,B) = 1, not orthogonal;

(D) (A, B) = 3, not orthogonal;

(E) (A,B) =0, not orthogonal.

9. Which of the following matrices is the coordinate transformation matrix from a basis of R?

consisting of v; = [g], Vv, = [Z,] to another basis of R? consisting of u; = [3], u, = [1]?

1
@[3, %k
® [, 5l
© [; of
o [ >)
® [; 5l

10. Which of the following statements is/are true?
(A) Every nonzero finite-dimensional inner product space has an orthonormal basis.
(B) Let 4 be an mxn matrix with rank z and m > n. If 4™ is the adjoint matrix of 4, then 4" is
invertible.
(C) Anperiodic function is in an inner product space with infinite linearly independent vectors.
(D) A square matrix that is diagonalizable must be full ranked.
(E) Any normal operator in a finite-dimensional inner product space is diagonalizable.
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Consider a sample space S = {a,b,c,d, e}. Which of the following statements is/are
true?

(A) The collection F = {@, {a, b}, {c,d, e}, S} of subsets of S is a o-algebra in S;
(B) The collection F = {0, {a}, {0}, {c},{d}, {e}, S} of subsets of S is a o-algebra in S;
(C) The collection F = {0, {d} {a,c},{b,e},{a,c,d},{b,d,e},{a,b,c, e}, S} of subsets

of S is a o-algebra in

(D) The assignment P({a,b}) =1/2, P({c,d}) = 1/4, P({e}) = 1/4 uniquely determines
a probability function on the o-algebra F = 25, where 2° is the power set of .S;

(E) The assignment P({a}) = 1/2, P({b}) = 1/4, P({c}) = 1/8, P({d}) = 1/8,
P({e}) = 1/16 uniquely determines a probability function on the o-algebra F = 25

Consider a random variable X having a cumulative distribution function F(z) and
a real-valued function g(z) with

(0 z<-10,

1/8 =10<z < -3, _ _
F(z) = /4 3<az<l, and g(z) =< =z ?-’ 4 |xa:|<< 227
3/4 1<z <15 G

7/8 15<z <4,
1 4 <z

\

Which of the following statements is/are true?

(A) X is a discrete random variable with probability mass function p(—10) = p(—3) =
p(1.5) = p(4) = 1/8, p(1) = 1/2, and p(z) = 0 for all other z € R;

(B) P(—2 < X < 3) =3/4;

(C) g(X) is a continuous random variable;

(D) P(-1.5 < g(X) < 1.5) = 0;

(E) The variance Var(g(X)) of g(X) is 535/256.

B

Let Eq, Es, E3, By, E5 be five independent events. Wthh of the following statements
is/are true?

(A) The complements EY, ES, ES, ES, E¢ of E1, Ey, F3, Ey, Es are five independent events:
(B) EX, Es, ES, Es are four independent events;

(C) E; and F = FE; N E3 U B are two independent events;

(D) Fy = Ey U E¢ and Fy = (F3 U E4)° are two independent events;

(E) El, G, = Ey N By, and Gy = E§U Ej are three independent events.

Let X be a random variable with the set of possible values {—1,0,1} and probability
mass function p(—1) = p(0) = p(1) = 1/3 and p(z) = 0 for all other z € R. Let ¥ = X2
Which of the following statements is/are true?

(A) E(X) = 0 where F(X) denotes the expectation of X;
(B) B(XY) £ 0

(C) X and Y are uncorrelated;

(D) X and Y are independent;

(E) the conditional probabilty P(X =0]Y =1) =0.
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15. Let the joint probability mass function of X and Y be given by

E(@+y), ifz=0,1,2, y=1,2
0, otherwise.

p(z,y) = {

Which of the following statements is/are true?

(A) Marginal probability mass function px(z) = (2z+3)/15if £ = 0,1,2 and px(z) =0
for all other x € R;

(B) Marginal probability mass function py(y) = (1 +y)/5 if y = 1,2 and py(y) = 0 for
all other y € R;

(C) P(X = 0Y =2) = 1/9;
(D) X and Y are independent;

(E) All the previous statements are not true.

16. Let X and Y be joint Gaussian random variables with zero means and variances 0%
and o2, respectively, and their covarinace Cov(X,Y) = E(XY'). Which of the following
statements is/are true?

(A) [Cov(X,Y)| < oxoy;

(B) If Cov(X,Y)=0, then X and Y are independent;

(C) aX + bY is also a zero-mean Gaussian random variable where a,b € R;
(D) E[X|Y] is also a zero-mean random variable;

(E) P(|X|>t) < 0%/t? for any t > 0.

17. Let X and Y be continuous random variables with joint probability density function

e ify>0,0<z<l,
Hay) = 0, elsewhere.

Which of the following statements is/are true?

(4) BX|Y =2) = 1/5;

B) E(X|Y =2) =1/4;

C) B(X|Y =2)=1/3;

D) E(X|Y =2) =1/2;

E) The conditional variance o%y_, of X given Y = 2 is 1/12.

N TN N N

18. Let X;, X5, ..., X, be independent random variables, and let My, (t) be the moment
generating function of X; fori =1,2,...,n. Let X = a1 X1 + asXo + - - - + a4, Xy, where
a1,02, - .-, 0, are in R, and let M, X(t) be the moment generating functlon of X. Which
of the followmg statements is/are true?

(A) Mx(t) = a1 Mx, (t) + aeMx, () + - -+ + anMx, (t);
(B) Mx(t) = (a1 Mx, (t)) - (aaMx, (2)) - - (anMXn(f));

(C) Mx (t) = Mx, (ast) - Mx,(ast) - - - Mx, (ant);

(D) Mx(t) = (Mx, (1))® + (Mx,(1))* + - - + (Mx, (1))
(E) Mx(t) = (Mx,(2))* - (Mx,(2))* - - (Mx, (2))*"
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19. Let X be a Gaussian random variable with mean y and variance o2, i.e., X ~ N(y, 0?)
where p € R and 02 > 0. It is known that the moment generating function My (t) of

X is given by Mx(t) = e#+3°°" for t € R. Let Y = ¢X. Which of the following
statements is/are true?

(A) BY] = erto”,

(B) B[Y?) = &2,

(C) Var(Y) = et (e® —1);
(D) E[yS} — 63“+3"2;

(E) E[YY] = etuto®,

?

20. Let X be a discrete random variable and let the probability mass function p(z) of X be
given by p(1) = 0.4, p(2) = 0.3, p(3) = 0.2, p(4) = 0.1, and p(x) = 0 for all other z € R.
The Markov inequality says that P(X >t) < EEX—] for t > 0, and the Chebyshev

inequality says that P(|X — E[X]| >t) < Ya—:z(—)ﬁ for ¢ > 0. Which of the following
statements is/are true?

(A) By using the Markov inequality, we obtain P(X > 4) < 0.25;
(B) By using the Chebyshev inequality, we obtain P(X > 4) < 0.25;

(C) The Markov inequality gives a better upper bound for P(X > 4) than the Chebyshev
inequality;

(D) The Chebyshev inequality gives a better upper bound for P(X > 4) than the Markov
inequality;

(E) The Markov inequality and the Chebyshev inequality give the same upper bound for
P(X >4).




