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a. (5pt) Let X be one observation froma N(0,0) distribution. Find the sufficient statistic for 6.

b. (5pt) Let X;,X,, ..., X,, beiid. from the density f(x;8) = % —m—. Find the sufficient statistic for

0.

¢. (5pt) Let X be one observation from the density

x|

f(x; 0) = (E) @ = ™ = ~1,0,1; 0<0<1.

Find an unbiased estimate for 6.
d. (10pt) Let X;,X,, ..., Xy be arandoni sample from Uniform(p —=+/30, 11 + v/30), where p and o > 0
are the unknown parametezs. Find the MLE of 1t and o based on the 8 observations:

X, = 288, Xy =—4.04, Xs=.-326, Xy = —3157,

X5 = _0.09, Xe = 025, X7 = “_258, Xg = 4.59.
e. (5pt) Let X be one observation from Uniform(6, 6 + 1). For testing Hy: 8 =/0 vs. H;: 6 > 0, find the
power function for the decision rule that we reject-Hy if X > 0.9

f. (5pt) Let X;,X;, ..., X,, bearandom sample from P(X = k) = 8(1 — 6)*"',k = 1,2, .... Find the MLE

of 6.

2. (20pt) Let the distribution of X "'be Uniform(0, 1). Conditional on X = x, let the distribution of Y be the
normal distribution with mean x.and variance x2.
a. (8pt) Find the distribution of Y.

b. (12pt) Are § and X independent? Prove or disprove it with your work.

(-
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3. (15pt) Let X3, X;, ..., X, be arandom sample from the density f(x;0) = %exp( 9 n x),O <x<1.

Test Hy: © < 6y vs. Hy: 6 > 6,. Find a uniformly most powerful size a test if such exists.

4. (30pt) Let X, X;, ..., X;, be arandom sample from the density
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f(x; 8) = %,0<x59 where 0 <6 <1
' B2 g<xs<t D

a. (5pt) Find E(X;)

b. (4pt) Find the moment estimate of 0

¢. (7pt) Find the maximum likelihood estimate of 8 for n =1

d. (7pt) For n =1 find a complete sufficient statistic if such exists.
e. (7pt) Find a UMVUE of 8 for n = 1 if such exists
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