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Multiple Choice Problems, choose the best answer (4 points each, 100 points in total)

1. Consider n samples independently drawn from a distribution with mean 0 and variance 1. What
is the minimum value of n that will make variance of the sample mean no greater than 0.017
a. 30; b. 4; c. 100; d. n does not matter here; e. None of the above is correct.

2. A 95% confidence interval of a population mean is [ﬁ, ﬂ]. Which of the following statement is

the most correct one?

a. If random samples were drawn again and again, with g and # computed each time, the
population mean would lie in the interval [ﬁ, _/i] 95% of the samples.

b. f 4 = 0.1 and & = 0.5, the population mean weuld lie in the interval [0.1,0.5] with 95%
probability. :
c. If £ = 0.05 and & = 0.55,/the population mean mightistill lie outside the interval [0.05,0.55].
d. If g = 0.03 and Z.=0:56, the population mean would liesin-the interval [0.03,0.56] greater
than 95% probability:

e. aand c.

3. If E|{X|Y]= E[X], then

a. X and ¥ are mutnally independent; b. X and ¥ are uncomrelated; ¢. E [XY] = E [X?]; d.
Var (X|Y)) = Var (X);e. F[X]=0.

4. Consider the following hypothesis test about population mean: Hg : g = 3, H; : g > 3. Which

of the following results gives most supportive evidence to reject the hypothesis?
a. Sample mean‘equals to 5.and standard error equalsito 1.

b. Sample mean equals to 5 and standard error equals to 2.

c. Sample mean equals to 3.5:and,standard error equals'tod.

d. Sample mean equals to 2 and standard-error-equals to 1.

e. Sample mean equals to 2 and standard error equals to 0.5.

5. Suppose we want totest Hy : p = pp against Hy : p # po:

a. The power function ofithe test is a funetionwef 1 and describes'the probability of rejecting Hg.
b. The maximum probability of committing a Type I error is called the power of the test.
c. The minimum probability of committing a Type II error is called the size of the test.

d. When the power function is evaluated at g, the value equals to the probability of committing
a Type II error.
e. None of the above is correct.

6. Consider two continuous random variables (X,Y) with X € [0,00] and Y € {1,5]. The joint
density function of (X,Y) is

lyexp(—zy) if X €[0,00],Y €1,5]

T,y)=
fxv (2,9) otherwise

What is the conditional density function of X given Y =1 if X € [0,00]?
a exp(—%); b. 1exp(—x); c. exp(—z);d. fexp(-1);e Lexp (-iz).
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7. Consider an experiment having two outcomes: success with probability p = 0.12 and failure

with probability 1 — p = 0.88. Suppose we independently conduct the experiment n times and ’

estimate p with
number of success experiments

T

What is the minimum value of » that will make standard deviation of p no greater than 0.017
a. 30; b. 1056; c. 33; d. n does not matter here, e. None of the above is correct.

8. A population is composed of 5 numbers: 2, 4, 6, 8, 10. Let p and ¢ denote mean and standard
deviation of the population, and pg and o g denote mean and standard deviation of the sample
mean from the population. Which of the following statement is the most correct one?

a p=60=316;b. ug =6,05 =3.16;c. ug =6,05 =2.83;d. p=6,0=283;e. ugx =4,
o =3.16.

9. If we calculate sample mean from the population in question 8, with sample size equal to 2. Let
fx, (z) and Fy, (x) denote the theoretical density and cumulative distributions of the sample
mean, respectively. Which of the following statement is the meost.correct one?

a. fx, (4) = 0.13) Fxg(4) = 0.2; b. fx,(5) = 0.2,°Fx, (4) = 025eafx, 3) = 0.1, Fx, (4) = 0.3;
d. fx, (7.8) 204, Fx, (8) = 0.7; e %, (5.5) = 0.08nE %, (7) = O.7.

10. If we calculate a sample mean from the population in question 8, with sample size equal to 2. Let
px, and oy, denote mean and standard deviation of the sample mean. Which of the following
statement is the most correct one?

a. px, = 8.5, 0%, = 3.16; b. pge=6p0%, =173 ¢ vy, =6, 05, =283 d. ug, =59
ox, =189 nx, =6,0x =2.04

11. Consider two diSerete random variables (X,Y) with X € {0, 1,2} and#¥ € {0,3}. The joint
probability mass function of (X,Y) is

GooifT =0,y=0
it =1,y=3
pxy (z,y) = :: :
5 ifz=2,y=0
0. otherwise
What is the conditional expectation of X given ¥ = 07?
a. 0.5; b. 1; ¢ g; d. %; e. None of the above.

12. Let X be a positive random variable whose expectation equals to 5. Consider the probabilities
that: P (X < 10) and P (X > 8). Which of the following statement is the most correct one?

a. P(X>8) >07 b. P(X<10) > 05 ¢ P(X<10) <03;d P(X<10) < 04; e
P(X <8)<0.2.

13. Suppose that £ = {a,b,c,d,e} and A and B are subsets of Q. It is known that the complement
of A, A° = {a,b,c} and the complement of B, B® = {b,¢,d}. What is the complement of A or
B, (AU B)“?

a. {d}; b. {b,c}; c. {a,e};d. {a,b,c,d}; e. {a,d,€e}.
= o | T EERREEE . RFHS
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14. Let X be a continuous random variable with density function

852 fze (0,2
fx@={? 2
0 otherwise

Let Y = /X + 1. What is the density function of Y if Y € [1,v/3]?
2 2 ; 2
a 32 -1)yb 22~ ye $-DPud 22 -VE) pe dy-1°

15. Consider n samples independently drawn from a distribution with mean 0 and variance 1. What

is the minimum value of n that will make bias of the sample mean no greater than 0.17
a. 30; b. 3; c. 100; d. n does not matter here; e. None of the above is correct.

16. Let X be a random variable whose expectation.equals to 3 and variance equals to 5. Consider

the probabilities: P (|X — 3| < 10)*and Lu(|X=18|.> 8),, Which of the following statement is not

the correct one?

a. P{|X — 3| < 10) > 0.75; . B(}X —3|=8)20.1;¢. B(/X — 3| >8) <0.05;d. P(IX -3} >8) >
0.06; e. P (|X — 3|.«10Y > 0.8.

17. Consider n samples (X1, X3, ..., X, ) independently. drawn from a distribution with mean y =0

and variance o2 = 1. The following estimator is used to'estimate o
- e
2
0'121 = 1—1' Zl Xi 3
=

What is the minimum value of n that.makes bias.of.¢3 no greater than 0.017

a. 30; b. 7; c. ‘g2 15 & biased estimator and so increasing n has no effect on'reducing the bias; d.
n does not matter here; e.,c2 is a biased estimator in finite Sample but increasing n can reduce
the bias.

18. Suppose Y is a Poisson random variable.with meanA = 4 and X is a Chi-square random variable

with degree of freedom df = 2. Which of the following statement is the most correct one?

a. Covariance between X and Y is greater than 6; b. E{X +Y] = 4; c¢. Variance of X +Y
equals to 8; d. Covariance between 2X and 3" is between —24 and 24; e. Variance of X +Y is
between 8 and 16.

19. In country A, according to past experience, 40% of video game consoles sold were PS4, 10% were

xbox I and 50% were Switch. To maintain the inventory of each type of video game consoles,
Tony conducts a survey and gather a random sample of 100 sales of video game consoles and finds
that 30 of them are PS4, 30 arc xbox I and 40 are switch. To test whether past pattern of sales
of video game consoles still prevails, Tony uses the chi-square test with 1% level of significance.
Let Qxi (a) denote the ath quantile of a chi-square random variable with degree of freedom k:
a. The value of the test statistic is 44.5 and the critical value used should be ng (0.99).

b. The value of the test statistic is 17.83 and the critical value used should be ng (0.995).

c. The value of the test statistic is 42 and the critical value used should be Qx% (0.99).

d. The value of the test statistic is 45.33 and the critical value used should be Q,2 (0.99).

e. The value of the test statistic is 45.33 and the critical value used should be ng (0.995).

a |7 ENRBALEE > AP -
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20. Let (X,Y) be two random variables such that standard deviation of X is 2 and covariance

21.

22.

23.

24.

25.

between X and Y is 2. What is the covariance between 3X and X + 3Y7
a. 21; b. 10; c. 25; d. 16; e. 30.

Let X be a strictly positive random variable, whose expectation equals to 0.5 and variance equals
to 1. Which of the following statement is the most correct one?

a. E[ln(2X)] > 0.5, b. E[ln(2X)] < 0; c. In(E[X?]) > -0.2; d. In(E[X?]) < —0.3; e.
2In(E[X]) > —-1.

A manager wants to see whether the proportion of acceptable products from supplier A, p4 is
greater than for supplier B, pg. The*manager draw n4 = 123 random sample from A’s and
np = 94 samples from B’s products: She finds that acceptable rates of samples for products
from A and B are p4 = 0.87 and pg = 0.79, respectively. The manager plans to compute a test
statistic and compare it with critical value from a standard neormal distribution with significance
level 5%:

a. The value of the test statistic is 1.575"and the critical value is 1.645.

b. The value of the test statistic is 3.061 and the critical.value is 2.33.

c. The value of the test statistic is 0.984 and the critical value is 1.96.

d. The value of the test statistic is 3.33 and the critical value is'2.33.

e. The value 'of the test statistic is 1.775 and the critical value is 1.645.

Consider an experiment having two outcomes: success (probability p = 0.1) and failure (probabil-
ity 1 — p = 0.9). Suppose the experiment is independently conducted 7 times and p is estimated

with
number of success experiments

i)
What is the minimum value of 7 thatswill make E|p| — p'< 0.0017
a. 30; b. 6; c. 90; d. n does not matter here; c. None of the above is correct.

Which of the following statement is the most correct one?

a. A Type I error is anverror such that if the.null'is hypothesis is'true, we reject the null.

b. A Type II error is an error'suchsthat if the null"isshypethesis is true, we reject the null.

c. A Type II error is an error such that if the null is hypothesis is not true, we do not reject the
nuil.

d. A Type I error is an error such that if the null is hypothesis is not true, we do not reject the
null.

e. a and c.

In country B, men’s longevity are investigated and the following results are found: 1. Probability
that a man lives at least 70 years is 77%; 2. Probability that a man lives at least 80 years is
48%. What is the conditional probability that a man’s age is at least 80 years old given that he
has just celebrated his 70th birthday?

a. #;Db. 0.48; c. 0.77; d. 1; e. None of the above is correct.

2.
8.
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