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(24 pts) Make each statement True or False and JUSTIFY each answer. 3 pts for each question.
(Correct answer for 2 pts and suitable justification for 1 pts.)

(a). Suppose that u, v, and w are vectors in R". If u is orthogonal to v + w, then u is orthogonal to v and
w.

(b). The set of 2x2 matrices that contain exactly two 1°s and two 0’s is a linearly independent set in Moso.

(c).If Vis a subspace of R” and Wis a suBspace of 7, then W' is a subspace of V-,

(d).If u is in the row space and the column space of an nxn matrix A, then u= 0.

(e). If vi, v2, and v3 come from different eigenspace of A, then it is impossible to express v3 as a linear
combination of vi and V2.

(9. If A is diagonalizable and invertible, then A™! is diagonalizable.

(2). There is no square matrix A such that det(AAT) = -1.

(h).If det(A) = 0, then A is not expressible as a product of elementary matrices.

(21 %) Let A be a diagonalizable matrix with characteristic polynomial p(4) = a;A" + A"t 4t

- Onyq-

(a). If D is a diagonal matrix whose diagonal entries are the eigenvalues of A, show that p(D) =
a,D™ + a, D"t + -+ a1 I = 0. (7 pts)

(b). Show that p(A) = 0. (7 pts)

(c). Show that if an+1# 0, then A is invertible and A" = g(A) for some polynomial g of degree less than n.
(7 pts)

(21 %) Let T: U—V be a linear transformation of vector spaces.
(a). Prove that if ker 7= {0} then T'is one-to-one. (7 pts)
(b). Suppose T is one-to-one and {uy,...,us} is a linearly independent set of vectors in U. Prove that
{T(uy),...,T(ur)} is a linearly independent set of vectors in V. (7 pts)
(c). Define U € P(t)(a polynomil of degree 2 and its standard form is P(t) = a, + a;t + a,t?),V €
P(-2)
R3 and T(U) = | P(0) |. Find U such that the image under T of Uis [11, 1, -1]%. (7 pts)
P(2)




@ 181 BN RRIAER 109 ZB4EEE L 4 el

% T BHEIEEA

EZHRE - SRR St HEA 0210 8% ¢ 3
2 - H2F

4. (10 %) Find the values of x such that the given matrix is not invertible.
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5. (24 pts) Let A be the matrix given by A =|: J with rank 4 = 2.

2 3 =2
a. Compute the A" (the pseudoinverse of A, the inverse of reduced singular value decomposition of A).
(12 pts) ) _
b. Find a least-squares solution for Ax =b , where b=[1, 0]%. (6 pts)
Find the least-squares error for part (c). (6 pts)




