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. Two random samples must satisfy three conditionsas (® ) » (®) » (@) in order for the

10.

L1,

1. Please explain why in regression analysis F = MSR/ MSE 1s used as the test statistic for F-test of

2. What is the randomized block design? What advantage can it have over the completely randomized

Random variable X has a p.d.f. f(x) = e”™ » —c0 < x < o0 » Then, the probability distribution of
Xis () »andVar (V2nX +2m) = (@) -

Random variable X is hyper-geometric distributed with parameters N, 1, n » Then, it can be found

that EX)= (®) ,and Var(X) = (®)

Random variable X, denoting the number of arrivals within a fixed time length, is a Poisson
distribution with Var(X) = 4 - Then, the inter-arrival time follows a (& ) distribution in which p=

(®) r0= (D).

2
sampling distribution of %— to be an F distribution °
2
In hypothesis testing, in order to measure how much the sample evidence is against Hy » we use
(@) , and have it compared against (@ ) to decide to reject or not to reject Ho.

A production process is checked periodically by a quality control inspector. The inspector selects
simple random samples of 49 finished products and computes the sample mean product weights X. If
test results over a long period of time show that 5% of the X values are over 2.1 kg and 5% are under

1.9 kg, then the meanis (@ ) and the standard deviation is (@ ) for the population of products
produced with this process.

The current value of a high-tech company is $320 million. If the value of the company 5 years ago
was $10 million, the company’s mean annual growth rate over the past five yearsis (@) .

The desired margin of error for estimating a population proportion in national public opinion polls
conducted by organizations such as Gallup and Harris is commonly chosen to be (@) .

An observation that does not fit the pattern of the other data is called (@) .

In logistic regression model, the (@ ) measures the impact on the odds of a one-unit increase in
only one of the independent variables.

In stepwise regression procedure, if the p-value for any independent variable is (@ ) than an o-to-
leave (the level of significance for determining whether to remove an independent variable from the
model), the independent variable with the (29 ) p-value is removed from the model and the stepwise
regression procedure begins a new step.
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Hop: By =By = =B, =0.

design? Explain.
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1. Suppose the quarterly sales values for the four years of historical data are as follows. (3£ 5/\gH »
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Year Quarter 1 Quarter 2 Quarter 3 Quarter 4
1 4.8 4.1 6.0 6.5
Z 5.8 5.2 6.8 7.4
3 6.0 5.6 7.5 7.8
4 6.3 59 8.0 8.4

(a) Compute the four-quarter and centered moving average values for this time series.

(b) Compute the seasonal indexes for the four quarters.

(c) De-seasonalize the time series.

(d) The estimated linear trend equation is obtained as ¥ = 5.104 + 0.1476t, where ¥ is the
deseasonalized sales and t represents quarter t for t=1, ..., 16. Assuming that this equation can be
used to develop a trend projection for future quarters, compute the deseasonalized quarterly trend
forecasts for the 4 quarters of year 5.

(e) Use the seasonal indexes in part (b) to adjust the de-seasonalized trend forecasts for the four quarters
of year 5.

2. In a regression analysis involving 30 observations, the following estimated regression equation was
obtained: (3t 3/)\EE » BF/NEE 54y 5 5 154))
§=17.6+3.8x; — 2.3x, + 7.6x3 + 2.7x4
For this estimated regression equation SST=1805 and SSR=1760.
(a) At a = 0.05, test the significance of the relationship among the variables.

Now, suppose that variables x; and x4 are dropped from the model and the following estimated
regression equation is obtained:
y=11.1-3.6x, + 8.1x5
For this model SST=1805 and SSR=1705.
(b) Compute SSE(x1, X2, X3, X4) and SSE(x2, x3).
(c) Use an I test and a 0.05 level of significance to determine whether x; and x4 contribute significantly
to the model.

Some statistical tabled values are displayed as follow for your computations.
Fa,25,005= 2.76; Fa,25;0.025 = 3.35; F2,25,005 = 3.39; F2, 25,0005 = 4.29
Fas, 4;0.05= 5.77; Fas, 4;0.025 = 8.50; F25,2; 005 = 19.46; F25,2; 0,025 =39.46
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