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1. Let g : [a,b] — [a,b] be a differentiable function satisfying |¢'(z)| < k < 1 for all z € (a,b). The
Fixed-Point iteration generates a sequence {p,}5>, defined by

Pn=9(Pn-1), n=12,...,
for any initial point p, € [a,b].
(a) (5 points) Use the mathematical induction to show that
P — Pm—1] < k™! |p1 — pol

forall m e N.
(b) (10 points) If p, — p as n — oo and g(p) = p for some p € [a,b], use the part (a) to deduce that

n

k
lp—pnl < l—k-lp] = pol

for all n € N.
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(a) (5 points) Is 4 strictly diagonally dominant? Give your reasons.

(b) (10 points) Find the Crout factorization of A.

(c) (5 points) Evaluate the matrix 1-norm for A.

(d) (5 points) Show that A is symmetric and positive definite.

(e) (10 points) Find the optimal choice of parameter w > 0 for the Successive Over-Relaxation
(SOR) method performed on A.

3. (5 points) To which zero of f(z) = (z + 2)(z + 1)z(z — 1)*(z — 2) does the Bisection method converge
when applied on the interval [-3,4]? Give your reasons.

4. Let f(z) = z° — 622 + 12z — 8.

(a) (5 points) Use 3-digit chopping arithmetic to evaluate the approximate vale p. of p = f(3.1).
(b) (5 points) How many significant digits does p, have if p = 1.3310?7
(c) (5 points) Describe the Newton’s method for solving the root-finding problem f(z) = 0.
(d) (10 points) Use the part (c) to prove that the Newton’s method converges linearly to ¢ = 2, with
asymptotic error constant 2/3, for any initial guess except g.
5. Let A € R"*" be a nonsingular matrix.

(a) (10 points) For any vectors z,y € R™ with 3" A~'z # —1, prove that

A lzyT A™!
1)L = =1 . ___‘!_____
(A+ay’) A 1+yTA-lz’
(b) (10 points) If z € R™ is a computed solution to the linear system Az = b with residual r = b — Az,
and || - | denotes the matrix (or vector) 2-norm, prove that
= — | Il
£ RglA): =
R

where K1(A) = ||A||||A~Y| is the 2-norm condition number of A.
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