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1. Consider the simple linear population model without intercept:

y, = Px, +¢

&, = PE_, U,

whereu, ~ i4.d(0,0>). We use OLS method to estimate parameter 3 . After we obtain the B, we use OLS residuals to
generate Durbin-Watson statistic. Which approximation value does Durbin-Watson statistic converge under? — o0 ?
(A)2-p

(B)I-2p

() 20-5)

D)1-p

(Ey2-3p

. Eric estimates a regression model as Below:

Y, =a+px + Bz +u,,

Where u, ~ N(0,0.).If Eric regress x, on z,, he find the following equation statistically significant:
X, =0+0,2,+¢&,.

Which problem he will face when he use OLS method to estimate 8, and f,?

(A) Muiticollinearity

(B) Serial correlation

(C) Heteroskedasticity

(D) Nonlinear in parameter

(E) Random sample

3. Mary want to estimates a regression model as below:

Ve =+ Bixy + Xy + &,

If she doubts the regression residuals £, with heteroskedasticity, she wants to use Breusch-Pagan test to detect whether
heteroskedasticity exists in £ . Which independent variables set she will choose to execute Breusch-Pagan test?

(A) x,%,

2

(B) x,s Xp» Xy X

(©) x,» Xos Xps x§r= Xy Xy
O) x,, x

E) x5 X3, X%,

4. Consider the simple regression

y, =a+ fx, +¢g,

And suppose population parameter S =2 and least square estimator ﬁ =2.3. Now consider the regression
(x,—y)=a +f8x .

What is the value of S° 2

(A) 1

(B) -1

(C) -1.3

(D) -0.3

(E) 0.3
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5. Consider the linear model with intercept:

yl =« + ﬁx.f + un’
T

Ifthe A= Z:(xr -XY is positive definite and £(x, | x,) =0, Ve =12,...,T , which statement is true under sample size
t=l

T .

(A) B is consistent, but we cannot judge whether B is efficiency

(B) B is unbiased and efficiency

(C) ﬁ’ is consistent and efficiency

(D) [} is, but we cannot judge whether ﬁ is efficiency

(E) ﬁ’ is unbiased and consistent.

6. Consider the linear population model with intercept:
v, =0+ fx, +¢
The variance structure is known as below:
E(eHy=c'R,

~

Which regression may obtain efficiency £ estimator?

(A) Regress y,on 1, x,

o Y 1 Xy
(B) Regress A on /t , A
. Ve 1/ *
(C) Regress Afon A{z, Af
(D) Regress y, on y , %

E) Regress Y/ on 1, x
( ar 3 '
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1.Mary has T =40 observations on variables y, x;,and x,. She estimates the following equations by least squares:
y=-2.0+3.5x, ~1.5x,, (1)
0.7y (0.3)
Residual sum of squares (SSR)=140, R*=0.8 where the numbers in parentheses are standard errors. What is the true

value of SST in equation (1)? What is the value of s (estimated error variance.)?

2. Consider the simple regression model, assume to satisfy ideal conditions:
Y, =pPx, +& (2)
We now want to consider another estimator ﬁ , defined as follow. You pick two observations at random; say, =3 and
t=6.
B =0y _yz)/(xé —X;) (3)
(a). Consider the estimator ﬁ . Whether 1s ﬁ unbiased?

(b). Compared with OLS estimator ﬁ' , which estimators is efficiency? Please explain.
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1. Let random variable X follow a geometric distribution with parameter p, that 1s,

P(X=x)=pqx‘l, p+g=1 x=12,3,..

Calculate the probability of P(X > m) , Where m is a positive integer. (1)
1 11 1 1 ..
2.Suppose S, =X, + X, +---+ X, where E(X,) ==, Var(X,.) =——— and Cov(Xf., X.) e T
- n n on / n(n-1) n»*
Then, Var(S,)= (2)

3. Suppose that the probability density function of X is f (x)= 2xexp(—x), 0<x <o, Find the probability density
function of ¥ = X?, f(y)= (3)

4. Suppose that the continuous random variables (X, Y, Z) have a valid joint probability density function
f(x,p,2)=Kxpz®, 0<x,y<l, 0<z<3.

Then, E (Y) = (4) and E (Y 1)( ==,7Z= IJ = (5) . Of course, you should find the value of X first.

5.1f random variables X, X,,..., X, are iid. N(y, 0'2) , and S° is their sample variance. Then, the distribution of

-———————(n _ 12) S is (6)

o

6. Suppose you play a game of chance where you win w dollars with probability p but lose v dollars with probability 1-p.

Denote X, the random variable. Then, how large should p be so that you, a reasonable person, are willing to play the

game? (7)

7.Let X,,...,X,, X, bearandom sample from a normal population having an unknown mean 4 and variance 1, and

n+l

X be the average of the first n variables. Then, the distribution of X, X, is (8) JIf X, =5, then the
95% confidence interval for X, 1s (9

8.In a multiple linear regression, a dependent variable is explained by a constant and 4 independent variables using 35

observations. The R* of this regression is 0.6. To test the significance of this regression, we can obtain the F statistic

equal to n)
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