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1. Let X and Y be two random variables with joint pdf
f(z,y) =+ Y, 0<czx<1l,0<y <l

(a) (5%) Please derive conditional expectation E(Y|X) and ver-
ify that E[E(Y]|X)] = E(Y).
(b) (15%) Please verify that Var(Y) = E[Var(Y\X)]—}—Var[E(YlX)].

2 (20%). Let X1,., Xn be a random sample from N(0,6%),
0 > 0. Please derive the UMVUE of 6.

3. Let X1, ..., Xn be a Tandom sample from a distribution with
pdf
f(z,0) = e” ™D (g 00)(2)

where I(p,00)(2) =1 if 0 <z < oo.
(a) (15%) Find a complete and sufficient statistic.
(b) (10%) Find the UMVUE of 6.

4. Let Y7,...,Y, be a random sample from a distribution with

_pmify= 1 . .
pdf f(y) = {m if g =2 with p; +p2 = L.
(a) (10%) Please derive the mgf of ¥ and the mean E(Y)
through this mgf.

(b) (10%) Let Y = 15" Y and §° = LS (- Y)2.

Please derive an approximate 100(1—a)% C.L for p1 (State the

theorem applied in the derivation).

5 (15%). Please state and prove the Neyman-Pearson Theorem.




