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1.1 Law of Large Number suggests that Zi=1 % tends to be 32 when n — oco.
. g8 ™

1.2 Central limijt theorem suggests that any random variable can be properly standard-
ized to follow or apply Normal distribution.

1.3 If 5% = _2_1_11(511;)?)2 is the sample variance, il:—i)ﬁ ~ x*(n).

14 Let Vi = 52 i =1, 2, .-+, m,and @ = (VY1 + VBV + Yo + V2Yo)P + (V5 +
V2Y5 ~ 2Y7)?, then @ is a x? distributions with degree of freedom as 7.

1.5 If (X, X,) are a random sample from a Bernoulli distribution, which takes the
value of 1 with probability p. Suppose you are asked to test Hy : p = 1/2 against
the alternative hypothesis H, : p # 1/2, and you decide to reject the null hiypothesis
whenever |1(X; + X5) — 3| > 1/8, then the size (prob. of type I error) of the test
is 1/47
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Yi=Yi_1 +e0y, €9 Bt N(0,1), €1 $eg, HHEIH I,

Rl Eeldas gl Y=o+ BX, tu - FEHTUEREES JAB AR
BEE) R B LB AT Mo BPA R TR MEMM T TUEF LEAR

£7(10%) ‘
T B A




'JI“F S K2 106 2 £ EEE iiﬂi%%ﬁv\%’%%}iﬁ%

RSl BEeEmB A ALE Fa(—mi) #2% 427
MEAREA LM LA(—KE)

#B 0 #t

AHEFRERAFES xEALELE  AEL

4_. Consider an linear ordinary least-squares (QLS) model between Y and X as
Yi=a+BXite, i=1,...,N.

Assume the residual terms g are independently and identically distributed with zero mean
and variance ¢, that is, & are #id(0, o).

(a) Write down the Normal Equations. (6%)

(b) Derive the least squares (LS) estimators of & and £. (6%)

(c) Derive the variance of the LS estimators of a. (6%)

(d) Suppose now the residuals have mean unequal to zero, E(e)=c:# 0. Is the LS

estimator of £ unbiased? (6%)

(e) Suppose now we have an estimator B=3L XY,/TN, X% Is § unbiased? (6%)

L. The p.df a random variable x is fix)=1/c, where (0<x<c. We want to test the null
hypothesis Hp: c=4/3 versus the alternative hypothesis &, c=7/3. Suppose we perform
the test in the following manner. We draw an observation of x, and reject Hywhen the
drawn x>1.

(a) What is probability of committing Type I error? (5%)
(b) What is probability of committing Type II error? (5%)

6_ Suppose a given stock’s weekly returns {r}is distributed with mean 0 and variance 7,
and there exists equal covariance across {r:}; that is, Cov(rir)=c for all i and j. Define

three-week return rq+2=ri+ru1+rs2, and define variance ratio

— Yar(Tii+e)
VR = Syareo

Show VR=1+2p, where p is the correlation between 7 and r.4;. (5%)

‘7' Corporate governance researchers typically believe that firm value would be hurt if a
CEO also holds the position of the chairman of the board of directors (such situation is
denoted as CEO-chairman duality). In order to find empirical support to this belief, we
gather a sample of 10,000 firms around the world. Also suppose we measure firm value
with Tobin’s Q, computed as the market value of the firm divided by the firm’s total
assets. Please describe how we perform the test. Here we do not consider any other
factors that may affect firm value. Be sure to write down the null and alternative

hypotheses, the test statistic, ond the decision rule. (5%)




