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1. (25pts) Let Y~ Uniform(0, 1). Let X = 6Y*/3. Suppose that Xy, X, ..., Xpare i.i.d. with distribution same as

X.

(a) (5pts) Find the probability density function of X and the cumulative distribution function of X ).
(b) (5pts) Obtain a complete and sufficient statistic for 6.

(c) (5pts) Obtain the MLE 8 of .

(d) (5pts) Find E(8) and derive an unbiased estimator for 6.

(e) (5pts) Find UMVUE of 6.

2. (10pts) Let X;, X5, ..., X,, be i.i.d. random variables from Gamma (&, ) distribution, where § > 0 is the
unknown parameter and o> 0 is a known constant. Show-that Vn(f — ) converges to a non-degenerate
asymptotic distribution as n — oo and identify the distribution.

3. (10pts) Suppose that X has pdf f(x|8) = 2 8(1 — 2x) + 2x on [0,11for & € © = [0,1]. A Bayesian wants
totest Hp: 6 <0.4vsH,: 6> 0.4. If the Bayesian’s priox distribution is uniform on [0,1], what is the
pearson’s (0-1 loss optimal) test?

X
4. (10pts) Let the random variable X has p.d.f f(x; 8) = Hizxe_ﬁ,x > 0, (and 0 otherwise), 8 € Q = (0, ).

What are the EgB, and o,(8,, ). 8, is the moment estimator of 6, 6,= G, (X)), X, = (X1, Xz, .., Xn)-

5. (45pts) Let Xy, X5, ..., X, be i.i.d. random variables from the Uniform(0, 1),

3
Yn = (H{;lXi n, and Z = X(n) = X(l)-

(a)(20pts) Show that \Vn(Y,, — €) = N(0, e?). ;
(b)(25pts) Derive the probability density function of Z. (20pts). Is Z independent of Xy ? (Spts).

" o | T EEREBMLE S RS
| = RmEmE X |




