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o Hashing is a technique to achieve an O(1) expected search time. However, its worst-case
| search time is O(logm). o
(2) AdJacency matrix is good for representmg a sparse graph. -
(3) = O(2"), where O is the notation for asymptotic uppet bound.
4 Membership test in a linked list requires O(log n) time, in'the worst case, for input size n. |
(5) | We need two pointezs'to implement either queue or stack using linked lists. J_
© | The best case time complexity of a'Selection sort algerithm is the same as that of a insertion sort |
algorithm. y A
(7) | The worst case of insertion operation on a bmary search__t_r_e_e_ takes O(log n).
(8) | Abinary trée can not be used to represent a parent with three children.
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What is the compleXity of the recurence equations®(n) = 5 T (g) + QW) ?
D@ e ®) ()

(©) ©r"™?) (D) O(n_log n)
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(C) ©(n’log,n) (D) Can’t be determined.
9

If the complexity of the recurrence equation T(n) = T (g—) + T (232) + f(n) has been
determined as @(n’ log, n), what will be the complexity of T(n)=T (%) +T (?—g) + f(n) ?

(A) ©(n’log, n) B) f(n)
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How many edges will be a minimum spanning tree of a n-node graph?
3 |(A) n (B) o’
(C) O(logn) D) n-1 ]
The time comple;ity of the inorder-tree- traversal algorithm is
(4) | (A) Om) @), O(nlogn)
(C) O(logn) (@) 0@)
Which of the folloWing silgoritﬂrh has the stack propeft;l? . (We generally call the last in first out
5) property as the stack preperty.)
(A) Dbreadth-fizst search (B)  depth-first search
(C) preorder-tree-traversal (D) ", T
There are two most popular algorithms in ﬁn_ding the minimum spanning trees, the Kruskal’s
algorithm and the Prim’s algorithm. Which of the following statement about these algorithms is
correct?
(A) They both are greedy algorithms.
©) (B) During the'MST finding process, the intermedium solutions of bothsalgorithms are always a
tree.
(C) The time complexity of both algorithms, in the worst case, is O(E log E), where E is the
number of edges in the given graph.
(D) The time complexity of both algorithms, in the worst case, is O(E” log E), where E is the
number of edges in the given graph.
In the follo“-ri;g-l_ist of _problems, not all of'them have known polynorrﬁal time solutions:
(1) the shortest path problems,™(2) the longest pathproblems,  (3) 2-CNF satisfiability,
| (4) 3-CNF satisfiability, (5) Euler tour (traverses each edge of a directed graph exactly once),
(6) Hamiltonian cycle (traverses each vertex of a directed graph exactly once).
(7) | Which of the following statement is correct?
(A) Problems (1), (3), and (5) are NPC problems.

(B) Problems (1), (3), and (5) can be solved in polynomial time.
(C) Problems (1), (3), and (6) can be solved in polynomial time.
(D) They all are NPC problems.
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Which of the following statements is correct?

(A) One of the most important reasons to use hashing technique is to obtain O(log n) search
time.

(8) | (B) One of the most important reasons to use tree data structure is to obtain O(log n) tree

manipulation time.

(C) Binary search trees are always balanced.

(D) Heap can only be implemented by linked lists.

3. (10%) NP-completeness

(a) (4%) Give the definition of the class of the “NP-complete’” problems.
(b) (6%) Prove the statement: “If 2 NP-complete problem has a polynomial time solution, then all the

NP-complete problems can be solved in polynomial time.”

4.  (15%) Quicksort and recurrence

For the following problems, assume the input size is 7.
(a) (3%) Formulate the recurrence equation for Quicksort.  (Explain every parameter you used.)
(b) (6%) Using the regurrence equation, find the best case time complexity of Quicksort.

(c) (6%) Using the recutrence equation, find the worst cas€ time complexity of Quicksort.

5. (15%) Sorting lower bound

(a) (8%) Prove the lower bound of the comparison based sorting algorlt}nns
(b) (2%) The radix sort algorithm can be summarized as follows:
RADIX SORT(4, m)
lfori<«1tom
2 do use a stable sort to sort array 4 on digit 7
What is the time complexity of this algorithm? (Assume that the maximal number of digits of all

the inputs is 72, each digit ranges from 0 to &, and the total number of inputs is #.)
| (c) (5%) Is there any conﬂlct on the results in (a) and (b)?  Justify your answer.
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6. (8%) Order of magnitude

One can generally use the big-O, big-Q, little-o and the little-m notations for the asymptotic upper
bounds or lower bounds. The definitions of these notations are:
O(g(n) ={f(n)|3c,n, st. 0< f(n)<cg(n) Vn=ny}
Q(g(n))={f(n)|3c,n, st. 0<cg(n)< f(n) Vnzn,}
o(g(m) = {f () |Ve,3n,Yn 2 n,, 0 < f(n) < cg(n)}
a(g(m) ={f(n)|Ye,InVn2zn, 0<cg(n) < f(n)}
(a) (4%) Give two functions that is in  O(#*)* but not in“e(*) .
(b) (4%) Give two functions that is in ©Q(#*) butnotin @(?*).

7. (12%) Graph Algorithms - _
The Ford-Fulkerson algorithm can be used to find the Maximum Flow (MF) of a given graph.

The simplest version‘ofithe Ford-Fulkersen algorithm is:
initialize flow fto 0
while there exists an augmenting path p

do augment flow falong p
return f

and can be refined as:
FORD-FULKERSON(Gs, 1)
for each edge (uv,v) e E[G]
do flu,v]«0 and f[v,u]<« 0

while there exists a'path p from s {0'#in the residual network Gf

40 ¢ (p) « minle,@,v): (w)isin p}

for each edge (u,v) 1s1np

40 £l v]« fluv]+c,(p)

(a) (4%) What is the complexity of this algorithm in terms of the graph size V and E.

(b) (4%) Using this algorithm to find the maximum flow of the following graph.
/ 12

(c) (4%) Justify your answer in (b) ‘




