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(1) (10%) Let a random variable X have the probability density function (pdf):
fla) = ———p, —0o< 2 < o0,

Set Yo = cos(X/n). Show that Y, converges in probability and determine the limit as
3 E &y N

n — oo.
(2) Let X = (X).....X,) be a random sample from a distribution with pdf given hy
opeC—1
» et e, N
flx]0) = ——(;(——--( (/6) I{x > 0),

where ¢ > 0 is known.
(a) (5%) Find the uniformly minimum variance unbiased estimator (UMVUE) for 6.
(b) (10%) Find the uniformly most powerful (UMP) test of size « for testing
Ho: # <8, versus Hj:60 > 6.
where g is a positive constant.
(3) (10'%%) Suppose we have a sample of size n from a distribution with the cumulative

distribution function (cdf) given by

F(2]a.3) = g;—](() <z< )+ IH{x>3), «>0,3>0.

Find the MLE’s of o and . respectively.
(4) Suppose X = (X}.X3) has a bivariate normal distribution with mean vector g and
covariance matrix, ¥ = (1 — p)la + pJa, where > is an identity matrix of order 2, and
Jy is a 2 x 2 matrix of 1’s. Let Q1 = (X; — X3)? and Qs = (X1 + X»)%
(a) (5%) Derive the range of p.
(h) (5%) Find the distributions of (), and Q. respectively.
(¢) (5%) Are (1 and @ independent? Justify your answer.
(5) Suppose X1, Xo,....X,, is a random sample having one parameter Topp-Leone distri-
bution whose pdf is given by
flx) =602 - 2x)2r — 221 <<, 60,

where @ is the shape parameter and we write X; ~ T L(#).
(a) (5%) Find the cdf of X.
(b) (10%) A prior for the parameter 6 is assumed to be
v 1 ,
() rk 0 > 0.

Find the Bayes estimator and risk of 8 under squared error loss function (SELF).
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(¢) (5%:) Suppose X ~ TL(#) and Y ~ TL(#:) and X and Y are independent. We
define the stress-strength parameter as 6 = P(X > Y'). Please express J in terms
of 81 and 6. ¥

(6) Suppose that X;.....X, is an independent and "identically distributed (iid) sample
“with size n from the Poisson distribution with mean X, We are interested in estimating
f = P(X1 = 0) = ¢~ Consider the tollowmg two estimators:

Th = e Xn, §:r{x =0},

1:1
where X, = =3, X; and I{-} is the indicator function.
(a) (5%) Find the asymptotic distribution of T7}.
(b) (5%) Find the asymptotic distribution of 7.
(¢) (5%) Which estimator is more efficient in estimating 6 when a large sample size is
available? Show vour argument.
(7) Let Xy.....X, be a sample from probability mass function
L. k=12...,N.

P(X =k)= N _
0. otherwise.

(a) (5%) Find the maximum likelihood estimator \ of N.
o><0%mmmpm>u*u(@fmk ..... .N.
(¢) (5%) For sample size n = 2, compute F [A]




