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Be sure to provide proof and explanation in your answer.

1. Consider a random variable X with p.d.f. f(x)= l12_""”'5)/4, 1.5< x <. Find
< 4

the mean p=E(X)?(5%)

2. A continuous random variable X has p.d.f. given by

()~

(a) Find the constant k& (5%)

k(1-x)x* ,if0<x<l

0 , O.W.

(b) Find f(x]x>0.5) (5%)

(c) Find E(X|X>05)  (5%)

3. If the joint density function of two random variables x and y is given by

2(x+2y)/5 ,for0<x<L,0<y<l
f(.r,y,)={ ( 0 ) 0.W

Find the conditional mean and the conditional variance of x given y=0.5
(5%) |

4 RMERHEHOCY) B 0<x<1, 0<y<l 2394 S8 » 3R :
(a) X #9185 % Bt (marginal distribution) & 47? (5%)
(b) & W=max(X,Y) > 8] W 2 # % % & & 3 (p.d£) B4 2 (5%)
(€) & Z=min(X,Y) » B Z 2 MR FE RB A 2 (5%)

S. BE—SRBMHYAZMTHRERZ—HA> 954 ABC  EHRA2ZMESD,
p(l-p), I-p > SEHLBE n RybFERE » 8]
(a) Kb ERHAZ M E T (5%)
(b) K ZH p 2 JZAMBUE R (5%)

6.  Suppose we are to conduct statistical inference with a given sample. However,

the observations in this sample are actually not randomly distributed across the 5”
population. All the observations in this sample are drawn from a particular (‘-‘;7 »
segment of the population, which is illustrated as the shaded area in the 73
. e |
following graph: v

Population

From this
segment the
sample is
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EormAsas

/

Mean

In this case, when we use the t-statistics calculated from the observations in this '
sample to test the null hypothesis that population mean equals zero, is it type I or

type II error that we are likely to commit, and why? (6%)
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Suppose the p.d.f. of a random variable x is f{x)=1/c, where 0<x<c. We are to
test the null hypothesis Hy: ¢=2 versus the alternative hypothesis H;: ¢=3. If we
draw an observation of x and reject Hyif the drawn x > 3/5, then:

(a) What is the probability of committing type I error? (6%)

(b) What is the probability of committing type II error? (6%)

A sample of 25 daily returns for a stock has sample mean x =0.03. In the two

following situations perform the test examining if the population mean of returns

is zero at a% level of significance. .

(a) The population variance is 0.009. (Be sure to specify the distribution which
your statistics follows.) (5%)

(b) The population variance is not known and the sample variance is 0.0105.

(Be sure to specify the distribution which your statistics follows.) (5%)

Suppose we stand at time /=0 and consider the following model for the
time-series dynamics of Y, =1,2:

Yi=BYytuy,

Y=Y +u,,
where the subscript represents time. Residual terms u; satisfy

E(u,)=0 for t=1,2,

E(u’)= o’ for t=1,2,

E(uuz2)= 01:#0.

Yy is a known number at time =0. Find Cov(Y,Y>). (5%)

Suppose Y;=a+pX;+¢;. Determine whether the least-squares estimate of f is
unbiased in the two following situations:

(a) & is unconditional on X; and E(g;)=y. (6%

(b) & is conditional on X; and E(g;)=yX;. (6%)

Suppose a sequence of weekly returns {r} is distributed with mean 0 and
variance ¢’ and there exists correlations between {r}. Define two-week returns
Var(r(2),)

as r(2)=rstr.; and a variance ratio VR =
2Var(r,)

Show VR=I+p, where p

is the correlation between r, and r..;. (5%)
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