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1. LetX,, X 2v and X, denote a random sample from
the distribution having p.d.f. f(x)=e¢™,0<x < 0.
Show that

__ X v - X, + X,
Yx+Xx, P X +Xx,+X,

are mutually independent. . (15%)

%=X, +X,+X,

2. Let X has the logistic p.d.f. f(x)=¢™"/(1+e™)*,~0 <x <o,

(a) Find the distribution function F'(x) of X. (5%)

(b) Show that f (x) = F(x)[1- F(x)]. (5%)

(c) Show the moment-generating function M(t) of X is
rq-0ri+e,-1<t<l. Tla)=(«-n! (5%)

3. Let random variables X, Y be jointly distributed with .
p.d.f. given by
2
X, y)=
S n(n+1)

where y =1,...,x ; x=1,...,n.

Compute

@EX|Y=y), (5%)
OEY|X=x), (5%)

(c) correlation coefficient p(X,Y). (5%)

4.Let X 1» X, be two random variables with joint m.g.f.
given by
M(t,t,)= [%(e’l“2 —%1)-{-%(6'l +e"), t,t,eR.
Calculate
@ E(X,) (5%)
®) Var(x,) (5%
() COV(Xh X,)  (5%)

5.LetX,,..., X, be a random sample from N(u, o), where both
u and o’ are unknown. Find the UMVUE estimator of plo. (10%)
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6. Let X|,..., X, be ii.d. random variables with p.d.f. given by
1

\O&uwm-asuOAxA8u.oAmA8.

(a) Derive the UMP test for testing the hypothesis
Hy,:026, vs. H,:8<86, atlevel of significance a. (10%)
(b) Determine the minimum sample size » required to obtain power
at least 0.95 against the alternative §,=500 when 8, =1000 and
a=0.05. (10%)

7.Let X,,..., X, =, be i.i.d. random variables with p.d.f. given by

\@vn.w.ox% loﬁl&v VHV&VQHmFOA%NAS.
6, , o,

Find the maximum likelihood estimates of §, and 6,. (10%)
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