. " y . . 4. (10 pts) Let R and S be two relations. Mark by T(=true) or F(=false) each of the following;:
jL % jtﬁ %L,‘& k ézf‘i 1 O O %‘i ‘{%‘&Lﬁ 'J—_}H- %g i % %ih (1) (2 pts) If R and S are symmetric, then RNS is symmetric.

(2) (2 pts) If R and § are anti-symmetric, then RUS is anti-symmetric.

Y . 2 Z
,ff; F 1? ﬁﬁ_/‘}"] : 2300 H ﬁﬂal‘*i ’% ’Eé\ T}—_}}:{ (3) (2 pts) If R is anti-symmetric, then R -1 is anti-symmetric, where R -1 is the inverse
' fR.
K — KK ) Bk o K e 2t 8 0
ﬂ% — B %ﬁ Eiﬁ + i—% R /i‘ =¥ ;Eg (4) (2 pts) Sis anti-symmetric if S is asymmetric and irreflexive.

$—8 #£-7 (5) (2 pts) If R and S are transitive, the RU S is transitive.

5. (12 pts) Four applicants for a job are to be interviewed for 30 minutes each: 15 minutes

EEER
LA+ By £ 100 4
2. R AL - TGRS > RLiha -

. RMERBLEBZEAXIBZEMNAEL  FRIRFHS -

with each of supervisors Nancy and Yolanda. (The interviews are in separate rooms, and
interviewing starts at 9:00AM.)
(1) (4 pts) In how many ways can these interviews be scheduled during a one-hour

period?

(2) (4 pts) One applicant, named Josephine, arrives at 9:00AM. What is the probability

1. (10 pts) Solve the recurrence relation a,= 3a,.; + 2", ap =1. that she will have her two interviews one after the other?
(3) (4 pts) Regina, another applicant, arrives at 9:00AM and hopes to be finished in
2. (10 pt) Let R and S be two relations on {1, 2, 3, 4} as follows: time to leave by 9:50AM for another appointment. What is the probability that
R={(2,1), (2,3), 3,1), 3.4, (4.1), (4.3)}, Regina will be able to leave on time?
S={(1,1), (1,3), 2,2), G,1), 3,3), (4.4}
Please answer the following questions. 6. (10 pts) In all of the five recurrences shown below, it is assumed that 7(1)=d for some
(1) (4 pts) Determine if each relation is an equivalence relation or not. If yes, find the constant d. State, using the “big oh” notation, the solution to each of the five recurrences
equivalence classes of the equivalence relation; if no, please describe your reasons shown below where ¢ is a constant. Just state the answer -- Don’t need to justify them.
why it’s not an equivalence relation. (1) @ pts) T(W=2T(n/2)+c
(2) (6 pts) For relations that are not equivalence relation, please derive the directed Q) (@ pts) TM=2T(n/2)+cr’
graphs of the reflexive closures, symmetric closures, and transitive closures of the (3) (2 pts) T(ny=T(n/2)+cn
relations, respectively. (4) (2 pts) T(n)=T(n/2)*+c log n

(5) (2 pts) T(n)=T(n/4)y+T(3n/4)+cn
3. (8 pts) Please determine if each of the following statements is true or false.

(1) (2pts) If x and y are irrational, then xy is irrational. 7. (10 pts) Mark by T(=true) or F(=false) each of the following:

(2) (@pts)Ifa=b (mod m) and ¢ = d (mod m), where a, b, c, d, and m are integers with (1) (2 pts) If problem P has an Q(#%) lower bound then, for any algorithm 4 that solves
¢ and d positive and m>2, then ac = bd (mod m). P, any instance of P that is given as input to 4 makes A take Q(°) time.

(3) (2 pts) There is a rational number x and an irrational number y such that xy is (2) (2 pts) If problem P has an Q(n*) lower bound then there can not exist an algorithm
irrational. A that solves P in O(n log n) time.

(4) (2 pts) If 2n-1 is prime, then n is prime. (3) (2 pts) If algorithm 4 solves problem P in O(n log ») time, then no instance of

problem P can, when given to 4 as input, makes A take »* time.

(4) (2 pts) If someone was able to give a polynomial time algorithm for a problem that
is NP-complete, then this would imply that P is equal to NP.

(5) (2 pts) Suppose problem P; can be reduced to problem P; in linear time. Then, if P,
is NP-hard then $ P, is NP-hard.
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8. (10 pts) Please answer each of the following problems shortly and concisely.

)

@)

(5 pts) There is an iterative algorithm for finding the maximum and minimum
which, thought not a divide;and—conquer based algorithm, is probably efficient. It
works by comparing consecutive pairs of elements and then comparing the larger
one with the current maximum and the smaller one with the current minimum.
Write out the algorithm completely and analyze the number of comparisons it
requires.

(5 pts) Let T'be a binary tree rooted at  with vertex set ¥ and edge set E. Suppose it
is represented using adjacency list format. If node u is an ancestor of v, there is a
path from » to v passing through u. Consider the function ancestor(u, v) which
returns TRUE if u is an ancestor of v and FALSE otherwise. In order to have this
function run in O(1) time, we are asked to design an algorithm to preprocess the
tree. Please provide a linear time, i.e., O(|V+E|) time, algorithm for this preprocess.

9. (10 pts) Recall the optimal binary search tree problem. Suppose that we are given four

keys, a1, a3, a3, and a4, with the following access frequencies, where p; is the frequency to

access key a; and g; denotes the failure search between keys a; and ;1 ; with ay=-o0 as well

as q5=oo.

i 0 1 2 3 4
Pi X 5 2 4 3
qi 3 2 3 4 2

Please derive an optimal binary tree for the given keys with access frequencies.

10. (10 pts) Consider the edge-weighted connected graph G = (¥, E) in Figure 1 where V is

the vertex set and E is the edge set of G respectively.
(1) (4pts) Please find the shortest path from vertex s to ¢ by Dijkstra's algorithm. Show

your work step by step.

(2) (3pts) Write down the pseudo-code of Dijkstra's algorithm.
(3) (3pts) What is the worst case running time of Dijkstra's algorithm? Note that, the

running time will depend on what the priority queue is used.

Figure 1: An edge-weighted connected graph




