BrEaBlsRg 0] £FFALHER-EREFALLRER
Be: ﬁﬁ*l‘@ @A AR - R

%ﬁwﬁ 353

mﬁm@ﬁ%rﬂggmﬁ%’$ﬁwﬁn
2ERWABERES L  BHFTHA -
IRAE  BRERE | REAMSHE -

‘ [.%%ﬁ'ﬁ%%ﬁfﬁf‘rffﬁ%jﬁ?ﬂﬂﬁﬁﬁé FMEEF T | ]

‘ e I.QJ |
(5%)Let X,X,,...X be 1ndg@endt{ t random variables which all have ihe :
same probablhty distribution, V?u rre d variance o°. Let

E=230x,

i=1 .

3|

(a) Use the prbperties of expected values to show that E(X)=p.(2%)

" . (b) Use the properties of variance to show that var(X) = o / n.. How have you

‘used the assumption of independ?ngg- (3%)

(10%) Let X be a uniform ran om-varlagle on the interval (a,b).

...--n-.nmm

(a) Use mtegratmn techniques to find the mean and variance of X (6%)

(b) Find the cumulative d1str1but1on functlon of X. (4%)

(10%) Let- X have a normal d1§£133)ut10n Yv1th mean p and varlance o’ Use
the change of varlable techmq
Y =0X+0.

‘probability density functmn of

(15%) Suppose that the joint pdf of the continuous random variables X and ¥
is  f(z,y) = 6z% for 0<z <10 <y <1

(a) Does this function satisfy the cond1t1ons for a valid pdf ? (3 %)

(c)F md the condltlonal pdf of 1/2.(3%)

~ (b) Find the marginal pdf of X, 2. jellraa_j:nean and variance. (4%)

ey

(d) Are X and Y 1ndependen ? x‘p—_%_fx;{?%)
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(1 0%) Suppose that rhe économic proﬁtablhty of a new supermarket depends on
households spendmg more than' '$‘$'5"0ﬂt df‘é‘é{:h additional $100 weekly mcome
on food a.nd that construction wﬂl ng_l ropeed unless there is strong ewdence to
this effect. If 8 < 5.5, then the p é}a et will be unproﬁtable,and the owners
would not want to build it. Thelleast squares estimate of 3 from ‘.N = 1.000
observations is b = 10.21 with standard error -se(b)-= 2.09, Based on the
available uata, é.nswer the follovriug questions.
| .(a) What will the null and aIternauve hypothesis be? (2%)
(b) Specify the test statistic and 1@1but10 if the null hypothesis is true. (2%)

(c)For the o = 0.05 ‘level of si )m;[-i@w etermme the rejection region. (2%)

(d)y Calculate the sample value of thé jga’c_sjaat stic. (2%)

(e) State your conclusion. (2%)

6. (10%) To euaiuute alternative retirement b’éueﬁr packa_ges for irs émpioyees, a

| 1arge corporation must detsrmiqgﬂ;p mearn age of its workforce. Assume that the
age of its employees is normalfmﬁ“is_;rﬁf— ed. Since the corporation has thousan'ds o
of workers, a simple i is to be tal?fnfd i thtst dard deviation of ages is known to
be o =21 years how large shr ﬁm‘sampﬁle be to ensure that a 95% mterval

estlmate of mean age is no more than four years W1de 7.
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(25%) A classrcal lmear regression model (CLRM) can be Wrrtten as
y—Xﬁ+u

.......___...J .
where y is of d1men51on TxTy fl"‘lmJ; djmension T xk; ﬁ is of dlmensron

kx1; u isof dimension T ><

(a) What assumptions are usually made about the unobservable errgr term u in

the CLRM ? Brieﬂy explain the meaning of each. (5%)
- (b) Der1vat10n of the ordrnary least squares (OLS) estimator. for the parameter ﬁ
(8%)

(c) OLS aﬁd-maximum likelihoo used.io|estimate the parameters of a _

el

standard linear regression mode] Wﬂi‘ﬂre glve the same estimates? Explain your
«wnm*r ! f

answer. (7 %)

(d) What would the consequence be for a regressron model if the €rror'term were .

. not ‘homoscedashc’ ? (5%)

: ' amd U | .
(15%) A researcher estimates the following two regression models

(1) | ¥, = ﬁo + /61¢1a T ﬁgzz;_l:"gjn r |
(2 =8 4+8z + ; ”ﬂi +
2) | LA By _ ﬁlmn ﬁzmzr f'_ L 1T Y,

oy

Wherg u, and v, are iid disturbances,
(a) Assume that" 'm's , is an irrelevant variable which does not enter into th_edata
generating procéss for y,. Will the value of (i) R’,.(ii) Adjusted” 1, be higher

for the second mode] than the first ‘?'Expla'in your answers. (5%)

. (b) Why is it desirable to removq.ms gm—ﬁe-a t variables froma regressmn ?2(5%)

(c) When using the OLS estlmatrpnrmethoﬁ he problem of multicollmearlty
oceurs if the variables T, and !m r m“]f :_fg‘) are highly correlated What wrll
happ‘en if the multlcolhnearlty i8 present but ignored ? (5%)




