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1. Comparative analysis (60%):
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(a) Classical inference vs. Bayesian inference (10%)

(b) Normal distribution vs. beta distribution (10%)

(c) Interval estimation vs. testing hypotheses (10%)

(d) Mutual exclusion vs. independence (10%)

(e) Analysis of variance (ANOVA) vs. regression analysis (10%)
(f) Weak exogeneity vs. strong exogeneity (10%)

2. Let x;, x5, ..., x, be a sample of size n from a normal distribution N(u, o*’). Consider the

following point estimators of u: (20%) (FFEIR/IREIEEAFIRTE » BRI FET5)

.
u; = x, the sample mean
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(a) Which of these are unbiased? (5%)
(b) Which of these are consistent? (5%)

(c) Find the relative efficiencies: w1 to w2, wm to us,and u, to ws. Whatcan you

conclude from this? (5%)
(d) Are all unbiased estimators consistent? (2%)

(e) Is the assumption of normality needed to answer parts (a) to (d)? For what purpose is
this assumption needed? (3%)

3. Regarding the multicollinearity problem (20%):
(a) What are the consequences? (5%)

(b) How do we detect this problem? (5%)
(c) What are the solutions? (10%)




