= 125
#8 A

R KE 102 S4£BELHERLEETRRH

I 125

# D RxE

[ ®

Bik: 4

1.

(15 53} MRRE BT SRR T 57 25-30 BRAPER A BL 01572 » TotEst
B EHE A R S EAFTERENY 224t 2530 BERAS
BAELERL P GEASARE - fih—H%080,) -

(@) BAKF 4 B3 - 1 Az Fa99E1E#H5(unconditional probability)
{a]?

(®). 50K 5 B ABRAEN RS A BTEn -

(e). 8K 5 8l A\BEARHRESE A BB B0 -

(10 53) B&y, Ko, X, B AL E P HI B - AR A MBS A - &

—¥y2
$? =28 = L0 — Xy e

n-1
(2).BAMS2886° By’ MR RfkstalIE? Sy .
O) ERREHRAITR—EEBAE » HLLRS 26> (ST -

(1557 RIBH A B MEBSEEES  BIEA A BESSENESR

AR R TR R BREM R0 B R EEEE Y A —

TR BT8Ryt BEBL B R 202 - 3R T T T A S8 J2 - — 55 B Mt »

& TR HE L SR A - B A BEIR AT

X]_,Xz, 'angﬁjﬁ$izk ] g{%@ B *ﬁ%%&i@?ﬁﬁﬂ% YZJ -] YmZFﬁﬁ%

A -

(). 5% B2 07 T I 42 3 14 55 1Y O 149 45 BB 1R X 95 %BVISIBER (15 i
OPREN » R INER) -

(O FEEUE C.C=1-a FH{EHERRM -

©EREe? = 10, m=n - BREZ OIS DAY > FEEHEBNE
fE7E 2 (BB 2 py?

(105

@B (X 0)=(0+ X0 <X <1 WEBRH:0=2 H:0=3-
RIBEIRRX < 0.L,X 2 0.9 BoREBEN g -

(0) REELERERS S SRR ZETHRE 0.5 » FRSHEE 50
UARIRAEEA » CHMFIRBRRZIIE SRS EEATS 2.5
RABERE » HiEe =005 T REBSERFHBESRE
HINFR05 -

ARE




AR
#8

i

by

Ao

.
.

125

#3t£)

4

HEMAS 102 5 5R L0848 AR

ALEE -

# 2 Fz¥ 2 F

125

5. {204) The data analyze here consist of test scores and class sizes in 1999 in 420 California
school districts that serve kindergarten through eighth grade. The test seore, T'estScore, is
the districtwide average of reading and math scores for fifth graders. Class size is measured by
constructing the following binary variable

pof1 i STR<20
! 0 if TR, >0

where STR; stands for the student-teacher ratio in i-th district for ¢ = 1,2,...,420. Conse-
quently, the observations are divided into two groups: small class size (STR < 20) and large
class size (STR > 20). The following table contains the information about group means and
standard deviations.

Class Size Average score (Y) Std. dev. (sy) N
Small (STR < 20) 657.4 19.4 238
Large (STR > 20) 650.0 17.9 182

The ordinary least squares {OLS) is used to estimate a line relating the student-teacher ratio to
the test scores using the 420 observations, yielding the following result.

TestScore = B + B xD
(SE(B)) (SE(B))
=650.0+ ? xD,
3 (@

where ﬁ(_, and ,él are OLS estimates, and the heterggkgdasgiqity;robgst standard errors of the
estimates are SE(BB) and SE(ﬁl); that is, fy = 650.0 and SE(ﬁo) =1.3.

(a) Calculate SE(f).

(b) Is the relationship between TestScore and D (binary variable for class size) statistically
significant?

(c) Are the OLS estimators, fy and By, efficient among all estimators that are linear in
TestScore and unbiased, conditional on STR? Explain.

Now, consider the following regression:
TestScore = fiy + ASTR + foPtEL,

where PetEL is the percentage of students in the district who are English learners. Econo-
metricians have verified that the STR and PctEL are positively correlated and the asymptotic

variance of 5, is

2 1 1 a-zrror
03 = 00— |5 .
B 420 |150%) ok

where p is the population correlation between the STR and PctEL.
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{d) Comment on the following statements: “When ST'R and PetEL are correlated, the variance
of B, is larger than it would be if STR and PetEL were uncorrelated. Thus, if you are
interested in f3,, it is best to leave PctEL out of the regression if it is correlated with STR”

6. (104}) Consider the following data generating process
=0yt e
€ = pe-1 + ty,
where y; are observable, v, are white noise, o, p are parameters, and we assume By, 1v,] = 0,

Elye-18:-1] = E[we), and Ele!] = Var(e,) = 02 Find the condition under which the least-
squares method can be used to consistently estimate o through the regression 4, = ay—1 + ;.

7. (54)) Consider the regression model
Yi=0o+ BiXoi+ B + ¢,

where ¥, X, e, and 8 are dependent variable, regressors, error term, and unknown parameters,
respectively. A single restriction (nul} hypothesis) involving multiple coefficients can be tested
using a transformation in which the original regression model is rewritten to turn the restriction
under the null hypothesis into a restriction on a single regression coefficient. Now, use the trick
mentioned above to transform the regression so that you can use a i-statistic to test the nuil
hypothesis: 81 + ¢f; = 1, where ¢ is a known constant,

8. (154) Consider the simple regression
y=h+pfzte (1)

We say z is endogenous if z is carrelated with the error term e. Suppose that there is an
instrumental variable z which is correlated with z but uncorrelated with e. Thus, we can write

z=0p+ 8,z +v
and 8; # 0. Since 6 and 4, are unknown, econometricians use QLS to calculate £ = 90 + 9;2
together with the residual 4 = x — 2. Naw, replace the x in equation (1) with £, yielding
y= o+ hE+Fid+e
= Bo+ S +yi + e, (2)

where to reduce confusion, we let the cosfficient of # be denoted as 7. If we omit 4 from equation
(2), the regression becomes

y=pf+bii+e {3).

(2) If z is exogenous, are the OLS estimates & and 5 in (2) and (3) unchanged? If 7 is
exogenous, will the OLS estimator 4 converge to 8 in large samples? Explain all your

answers,
(b) If = is endogenous, will 4 converge to 4 in large samples? Explain.

(c) Suggest a t-test testing for endogeneity of the regressor z according to the discussions in
parts (a) and (b). (Hint: use the trick mentioned in the Question 7.)
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