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1. If we had nominal data and our null hypothesis was that the sampled data came from a specified
distribution we would use the
a. y” goodness-of-fit test
¢. Kruscal-Wallis H test

b. xtest of independence _
d. Wilcoxson matched-pairs signed-rank test

2. In regression analysis, the standard error of estimate is
a. the sarne as the correlation coefficient |
¢. positive if 7 is positive, negative if » is negative. d. both b and c.

b. the standard deviation of the errors of prediction

3. Inregression analysis, assume that ¥ =29.6 and s, =5.3. In which case is the standard error of estimate smallest?

a.r=0.1; X=10 b r=0.4, X=100 c.r=07, s,=4 d.r=09, s,=12

4. Tf the intercept for the regression line is negative, it indicates that
a. the correlation in positive b. the correlation is negative ¢. the correlation is zero
d. the intercept cannot tell us whether the correlation is positive, negative, or zero

5. In regression analysis, a subject’s error of prediction is
a. the subject’s actual score minus his predicted score
b. the subject’s actual score minus the mean
c. the vertical distance between the subject’s score and the regression line

.~ d; the shortest distance between the subject’s score and the regression line (perpendicular to the regression line)

e.bothaandc f.bothband d

6. In regression analysis, the error of prediction for the jth individual is given by
a e=Y-Y b g =Y~Y c. e=Y-%, d e =% +7Y

7. The least squares criterion for the regression line states that
a, the best regression line produces the smallest sum of squared error of prediction
b. the variance of the X variables must be less than the variance of the Y variable
¢, the variance of the Y variable must be less than the variance of the X variable
d, the best regression line has the smallest variance of the X variable

8.5 ZyZ,=4 andn=9, r is
a.-0.5 b.0 c.+0.5 d. impossible to determine from the information provided

9. Power is defined as
a. the probability of making a Type I error b. the probability of making a Type II error
c. the probability of correctly rejecting H, d. the probability of correctly rejecting Hj

10. If the nuil hypothesis of analysis of variance (ANOVA) is true, then
a. MSg would be expected to be about the same magnitude as MSyw
b. MSg would be expected to be exactly equal to MSy
¢. MSp would be expected to be substantially larger than MSw
d. MSp would be expected to be substantially smaller than MSw

11, In ANOVA, which of the following is equal to the pooled within group variance?
a. SSB b. MSB C. SSw d. MSw
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12. Degree of freedom within groups in an ANOVA are equal to
a. n-1, where n equals the number of subjects in each group
b. k-1, where k equals the number of groups
c. N-k, where N equals the total number of scores in the analysis and k equals the number of groups
d. N-1, where & equals the total number of scores in the analysis

13, If degrees of freedom for a two-dependent-sample test for means are equal to 9, how many pairs of
scores (1) were used in the analysis?

a7 b. 8 c.9 d. 10 e. impossible to determine with information provided

14. The null hypothesis for a two-independent-sample test for means is

aHo: X, =X, b.Ho: p = p, c.Ho: X, # X, d.Ho: g, # 11,
15. Degrees of freedom for a two-independent-sample test for means is
a. df, =df, b. n=mn, c. n+n—1 d nm+n, -2
16. For a two-independent-sample test for means, “pooling” variances refers to
a. take the weighted average of variances b. take the square root of variances
¢. take standard deviation of the variances d. take the variance of the standard deviation

17. Which of the following is the formula for the one-sample test statistic when ¢ is unknown?
a. Z-—-X_‘u b.Z=u c. t=X—‘u d.t=£_—ﬂ e.t=X_‘u

a5 ) =3 v O-X"' o

18. Degrees of freedom for the one-sample' test for the mean with known ¢ are
an b. N c.n-1 d. N-1 e. not applicable
. (where n =sample size for one sampling process; N = the number of sampling process)

19. Which is the smallest in absolute value?
a. z critical value in one-tail test with a = 0.05 b. z critical value in one-tail test with o = 0.01
¢. Z critical value in two-tail test with & = 0.05 d. z critical value in two-tail test with a = 0.01

20, The critical value of a statistic
a. is a computed statistic of a sample
b. is a computed parameter _
¢. is what you see in the data prior to performing any computations
d. marks the beginning of the rejection region

21. The probability of correctly “accepting” a true null hypothesis is
aa b.1-a c. B d1-8

22. Which of the following statements is true?
a. It is easier to prove a hypothesis false than it is to prove a hypothesis true
b. It is easier to prove a hypothesis true than it is to prove a hypothesis false
¢. It is equally easy to prove a hypathesis false or true
d. Providing a hypothesis false is the same as providing a hypothesis true

23. Which of the following is true?

a. Inferential statistics is the science of describing distribution of samples or populations.
b. Descriptive statistics is the science of using sample statistics to make decisions about population parameters
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¢. Inferential statistics is the science of mfernng the characteristics of a distribution of means from the
distribution of the variable

d. descriptive statistics is the science of inferring the characteristics of a distribution of means from the
distribution of the variable

e. none of the above

24, The number of degrees of freedom in a confidence interval when the standard deviation is known is
; when the standard deviation is unknown, the number of degrees of freedom is

a. not applicable; n -1 b. not applicable; n ¢. m; not applicable d. n; n-1
25. The reason that the ¢ distribution is than the z distribution is that
a. narrower; the sample size is smaller b. narrower; the point estimate of the mean is larger
¢. wider; s is not a perfect point-estimaie of ¢ d. wider; the sample size is smaller
26. A 95% confidence interval based on 100 subjects is likely to be a 95% confidence interval
based on 50 subjects.
a. the same width as b. wider than ¢. narrower than

d. wider, narrower, or the same width as (impossible to say)

27. A 95% confidence interval is approximately wide (from its lower limit to its upper limit)
a. 3 standard deviations b. 4 standard deviations ¢. 6 standard deviations
d. 3 standard errors e. 4 standard errors ' f. 6 standard errors

28, If we increase the level of confidence, say from 95% to 99%, the width of confidence interval will
a. decrease b. increase ¢. stay the same d. impossible to say

29. Suppose that 1Q is normally distributed with mean 100 and standard deviation 15 ‘What 1s the z score
for X =130?
a1 b.2 c. -1 d.-2 ' e. none of the above

30, According to the central limit theorem, as the sample size » increases, the sampling distribution of the
means of samples of size n approaches a normal distribution
a. only if the parent distribution is itse!f normal b. even if the parent distribution is not normal
c. only if the parent distribution is normal or only slightly skewed
d. only if the parent distribution is not bimodal

31. z=-1 is approximately the percentile.
a. 10" b. 14® c. 16™ d. 34% e.50"

32. The standard deviation is defined as
a. the highest value minus the lowest value in a data set
b. a measure of width equal to the square root of the mean of the squared deviations
¢. a measure of width equal to the mean of the squared deviations
d. a measure of width equal to the mean deviation

33. Tt is permissible to use the median as a measure of central tendency if the data are

2. nominal b. ordinal ¢. interval/ratio d. either nominal or erdinal
e. either ordinal or interval/ratic
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A AEEE FHREEDERY -

(B} Z 28| 8AT A2 RTEANARFENBTNTEE  NBRIHGE
FEEL 091 - Ry AARRERA LTS %% (PR) R4 52 REATE
Koy 60 M R A - BEFRIRE > ABRBTARR  AE—R &XF
RGBT ERANT 60 - A EEHNR TRESBUSR - REF LY
Bl RITERGEEADNTE—RERE » BTRMS RS H 0T
B TREFRSEEH PREGBVES D RBGEHR TERTEET
WE R T e PR T RAMBRE 2 B4R ? A RBRGEd - (4%)

[B2] O &#MTHMM » LK EOIREF MO L HFRER—TF 0
ARG EFFR Tohod ) R - SROTELTFHERLRS bR S
BRMR LR TEERE AR | M BB E SR AR — LR - ff
RA  BEFRAEN 0 BRBCEERREEFR - o HE R 2EE
BTERERR R ATRE? (4%)

B3] ASAEARET —HRIBUSR > MRESBEFETHLERTR
B WA - (4%)
PXBRY B REFARIBERHSTHATN - BAARER » AR
BPUREBEEFAPFEUAOTRIHNONN  EARIBR TR
WENE - SRBARTRIKMANES 056 £FsahilopnxBEE
R MBI °

[B4] #3294 A& Rasch model ? (5%)

[B3] #askar#eyBREL 9> S 084 Ht KRS Hern 2 8%
( standard error of measurement » f§45 SEM) (# EBREEFIH ) L £ X
HRBRGTRIE > LRI X:SEM 3t B2tk 68%Z B E Rk > 3579
stk B B A0 sk sk k4 (assumptions) ? (8%)

[B6] XSEAFEEBTR—DFIEHRR B ERBRELEN UL FHASR
B2 - AFNEENGHE BARNKETHE S ELBEHHT I L
BRE—BABBBRIAEHN o REE X BTOAFTRIEN - $ATNEE
R T  EH AR TR - R TIER ? (8%)
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C. LEEEE (34%)

[Cl] EMEHEEREFBEREEE 21 #E  HRERLVELIEITR
MERE—FEHHBEE 921 #ENSHE  RE—HAREERE 921 HEN
2 I REAERATNLCEMEER  WERSSREE LERIBERY
B FEUER -

(a) EIEATRARRETHIERBI R [4%]

(b) BRIV TEARR AT A ER A EREEDTER) - [6%]

[C2] EIAREEERBPABRLETEHNEFNAERTERTHE  REME
30 firkEBs: U ARBEFEZWERT EERETREETE)  SERETH
SrAfE 50 BEFER 50 EEF S RSETEZTRHAMGERE (exical
decision task) + FRHABETEUNRETREETHERT - GRERLINTH
HIRE T HIEEFRIBIIERERR 90% @ HIERFAITIIIEREER 30% - &
FERESMRGT » ABTEFEEIERRE 60% » HEBR TR ERER
90% - WIEHREIEER B R 0.1 - RAMEREEEZOTPEEREZER
30% » FIAEEHRABERET RN EFRHAETE BN

(a) EEEHEROVBIRE R GEAMRATAIERVESRZRRIAER) [4%]

(b) W IEREN TS RARERILERR [5%] Ny N

[C3] AR » S3RMGHEBSTIH MSe BIEH, - (BIRITHK APA B CE AT
T REIDAR LTI MSe B - MSe HRHE T I LIRBIAR B ETREEE
RIMSETFRENIREAR . BERA - ERYSIEEN—RER  FiLRES
DEEESIRIE A A S RAVER L B R MSe

B SAETMEEERINER A RESEMEH 615 2 ERESTRKTE
BRI AIRERER > B hEATNER - B1E 3 EEREN - & HRAREE
ARG TRIEE 10 AR @ SRR BN F9EN TEFR -

Bl B2 B3
Al 35 32 29
A2 29 - 28 27

(a) ERBNERENRE  (FEER A NEEHNREE » N(1,9)=8,p<.05
B WTERREE > F(2,18)=5,p<.05;A 8 B (WX E{FFRERE
F2,18) =35, p<.05 - SF{REL O FE EMHE 2 AU ihE =R R AR
FEEEAI MSe - [9%]

(b) fR#E EREAYE ERE - T BAFIB e B RS T T IERERVE BT » (R
HESET B ERUEE T AR - BRTAMEE ST SSow K 15200 55
RAGERENE, ARV ERENBRNTRER - [6%]
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