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NOTE: If some questions are unclear or not well defined to you, you can make your own assumptions
and state them clearly in the answer sheet.

1. (8% total) When parallelizing an application, the ideal speedup is speeding up by the number of
processors. This is limited by two things: percentage of the application that can be parallelized and the
cost of communication. If §0% of the application is parallelizable, answer the following questions.

1.1 (4%) What is the speedup with 8 processors, ignoring the cost of communication?

1.2 (4%) What is the speedup with 8 processors if, for every time the number of processors is doubled,
the communication overhead is increased by 0.5% of the original execution time?

2. (8% total) Assume a hypothetical GPU with the following characteristics:
» Clock rate 2.0 GHz
» Contains 16 SIMD processors, each containing 16 single-precision floating-point units
» Has 600 GB/sec off-chip memory bandwidth
2.1 (4%) Without considering memoty bandwidth, what is the peak single-precision floating-point
throughput for this GPU in GFLOPS/sec, assuming that all memory latencies can be hidden?
2.2 (4%) Is this throughput sustainable given the memory bandwidth limitation? Please explain your
reasons clearly.,

3. (18% total) Assume that individual stages of the datapath have the following latencies, and
instructions executed by the processor are broken down as the following percentages:

IF

1D

EX

MEM

WB

alu

beq

Iw

SW

250 ps

150 ps

350 ps

300 ps

200 ps

45%

10%

25%

20%

3.1 (4%) What is the clock cycle time in a non-pipelined and pipelined processor, respectively?

3.2 (4%) What is the individual total latency of the following two instructions: Iw, beq in a non-pipelined
and pipelined processor?

3.3 (6%) Assuming there are no stalls or hazards, what is the total execution time of the following four
instructions: lw, sw, add, beq in a non-pipelined and pipelined processor, respectively?

3.4 (4%) Assuming there zre no stalls or hazards, what is the utilization of the data memory and the
write-register port of the “Register” unit?

4. (15% total) The importance of having a good branch predictor depends on how often conditional
branches are executed. Together with branch predictor accuracy, this will determine how much time is
spent stalling due to mispredicted branches. Assume that the breakdown of dynamic instructions into
various instruction categories is as follows:

R-Tyoe BEQ JMP LW SW
40% 20% 5% 25% 10%
Also, assume the following branch predictor accuracies:
Always-Taken Always-Not-Taken 2-Bit
40% 80%
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4.1 (5%) Assume no stall cycle is required when branch prediction is correct. Stall cycles due to
mispredicted branches increase the CPI. What is the extra CPI due to mispredicted branches with the
always-taken predictor? Assume that branch outcomes are determined in the EX stage of a basic 5-
stage pipelined processor, that there are no data hazards, and that no delay slots are used.

4.2 (5%) Repeat 4.1 for the 2-bit predictor.

4.3 (5%) With the always-taken predictor, what speedup would be achieved if we could convert half of
the branch instructions in a way that replaces a branch instruction with an ALU instruction? Assume
that correctly and incorrectly predicted instructions have the same chance of being replaced.

5. (15% total) Caches are important to providing a high-performance memory hierarchy to processors.
Below is a list of 32-bit memory address references, given as word addresses.
3, 180, 43,2, 191, 88, 190, 14, 181, 44, 186, 253
5.1 (9%) For each of these references, identify the binary address, the tag, and the index given a direct-
mapped cache with two-word blocks and a total size of 8 blocks. Also list if each reference is a hit or
a miss, assuming the cache is initially empty.
Word Address Binary Address Tag Index Hit/Miss
3 000 0011 0 3 Miss
180
43

2
191

181
44
186
253

5.2 (6%) How many total bits are required for a direct-mapped cache with 32 KiB of data, 8-word
blocks, and 32-bit address?

6. (16% total) Assume that the CPI with a perfect cache is 2.0, the clock cycle time is 1.0 ns, there are 1.5
memory references per instruction, the size of both caches is 64 KB, and both have a block size of 64
bytes. One cache is direct mapped and the other is two-way set associative. Since the speed of the
CPU is tied directly to the speed of a cache hit, assume the CPU clock cycle time must be stretched
1.3 times to accommodate the selection multiplexor of the set-associative cache. To the first
approximation, the cache miss penalty is 80 ns for either cache organization. Assume the hit time is 1
clock cycle, the miss rate of a direct-mapped 64 KB cache is 1.5%, and the miss rate for a two-way
set-associative cache of the same size is 1.1%.

6.1 (8%) Calculate the average memory access time for these two different cache organizations.

6.2 (8%) Calculate the CPU performance in terms of CPU time.

7. (20% total) Consider the virtual memory system.
7.1 (8%) The foltowing list provides parameters of a virtual memory system.

Virtual Address {hits) Physical DRAM Installed Pzage Size PTE Size (byte)
42 16 GiB 4 KiB 4
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For a single-level page table, how many page table entries (PTEs) are needed? How much physical
memory is needed for storing the page table?

7.2 (12%) The following data constitutes a stream of virtual address as seen on a system. Assume 4 KiB
pages, a 4-entry fully associative TLB, and true LRU replacement. If pages must be brought in from
disk, increment the next largest page number.

Page table

TLB

Valid

Tag

Physical Page Numbar

1

11

12

7

4

3

6

1
I
0

4

9

Valid

Physical Page or in Disk

5

Disk

Disk

6

9

11
Disk
4
Disk
Disk
3
12
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Given the following address stream: 4669, 13916, ..., and the initial TLB and page table states
provided above, show the final state of the system. Also list for each reference if it is a hit in the TLB,
a hit in the page table, or a page fault.

TLB
Valid Tag

Address Virtual Page TLB H/M

Physical Page Number

4669

13916
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