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Please answer the questions in order and write down the question number for each question.
If you are not able to answer the question, leave it blank.

Notations: i.i.d., independent and identically distributed; cdf, cumulative distribution function;
pdf, probability density function; Z is a standard normal random variable.

(15%) Let X and Y be two nondegenerate random variables with finite variances. It is readily seen
that § = X is an unbiased estimator for 8 = E(X). Instead of using 8, we consider an alternative
estimator 8, g = X — B(Y — &), where —o0 < @ < o0 and # # 0 are parameters. In the
subsequent questions, please express your answers in terms of £, Var, and Cov.

(a) (5%) Find & such that 8, 5 is an unbiased estimator.

(b) (5%) Find B such that Var(f, z) is minimized.

(¢} (5%) Find the percentage of variance reduction obtained by using 6'7&”3 instead of &, that is,
{Var(@) - Var(@a_ﬁ)}/\far(@) X 100% based on o and £ you found in (a) and (b).

(30%) Let Xy, ..., X, be i.i.d. uniform random variables on the unit interval [0,1].

(a) (5%) Find the joint cdf of the random vector (X;, Xy).

(b) (5%) Find the joint cdf of the random vector (X, 1 — X3).

(€) (10%) Find the pdf of Y = 1L, X;

(d) (10%) Find the pdf of ¥ = max(Xy, ..., X,) — min(Xy, ..., X,,).

(15%) Let Xy, ..., X, be i.i.d. continuous random samples from the cdf F(x). Define the empirical
cdf F,(x) = n'1 L I(X; < x), where I(,) is the indicator function. Let s be a constant.

(a) (5%) Find the asymptotic distribution of n/2{F,(s) — F(s)}.

(b) (5%) Find an asymptotic 95% confidence interval for F(s) based on the result in (a). Please
express your answer by using z,, that satisfies P(Z > za) =q.

(¢) (5%) Find the covariance Cov{F,(s), F,(t)}, where t is another constant and s#t.

(10%) Let X4, ..., X, be 1.i.d. random samples from the inverse Gaussian pdf

2\ 20x = w)?
Jual) = (27rx3) exp {_ch,u—zx

Find the maximum likelihood estimators for p and A,

}, x>0u>0,A>0.

(10%) Let X4, ..., X, be i.i.d. normal random variables with mean fiy and variance o2. Also, let
Y1s ooy Yy beii.d. normal random variables with mean yy and variance o2. Suppose that X;’s and
Y;’s are independent and the parameters gy, iy, and 6% are unknown. Find the two-tailed #-test
for testing the null hypothesis Hy: pty = py against the alternative hypothesis Hy: iy # py with
the significance level «. Please express your answer by using £, , that satisfies P(TV > tm) =q,
where Ty, is a Student £ random variable with v degrees of freedom.

(10%) Suppose that there are two people. Each of them tosses a fair coin n times. Find the
probability that they will toss the same number of heads. You must simplify your answer.

(10%) Prove that P(Z > 2) < irp(z) if z > 0, where ¢(z) is the pdf of Z,
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