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e Note, All parts in the same problem are worth the same points.

1. (40 pts) Suppose that X is a random variable whose distribution is N'(6,1),
the normal distribution with mean # and variance 1. Suppose that we have
IID (independent and identically distributed) observations Y3, ..., ¥,, and
the distribution of Y is the same as the distribution of X®. Suppose that

the parameter 6 € (—o0, c0) is unknown.

(a) Find a PDF of X3,

(b) Find the maximum likelihood-estimator for # based on the observa-
tions Y1, ..., Y.
(¢) For a € (0,1), find the likelihood ratio test of size « for testing

Hy:0 =0 versus Hy : 6 #0.

Express the rejection region in terms of a test statistic and give the
distribution of the test statistic under Hp.

(d) Find the (uniformly) minimum variance unbiased estimator for 62

based on the observations Y3, ..., Y-

2. (60 pts) Suppose that (X,...,X,) is a random sample from the uniform
distribution onv[-+8, 8], where 6 > 0 is an unknown parameter. Let

Xw) = Dax X,
and
X(l) = lrs%ig{ln Xz .

(a) Show that X,y is"aeonsistent estimator.for 4.

(b) Determine whether X(,y and X(1)/X(n) are independent. Justify
your answer.

(¢) Find #: an estimator for 6 based on the data such that
E((6-6)?) < B((Xtm —9)?)

for every 6 > 0. Justify your answer.

(d) Construct a 95% confidence interval for 6 based on the statistic
(X(1), X))
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