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1. Fortwo events Aand B, P(A n B) =

SISReR-2S

P(A) x P(A|B)

P(B) x P(B}A)

P(A) x P(B|A)=P(B) x (A|B)
P(A) x P(A|B) =P(B) x (B|A)
None of the above

2. Suppose that Z is a standard normal random variable. What is the probablhty

that Z lies between o and -2?

A, 0.95
B. 0.475
C. 0.34
D. o0.4772
E. None of the above
3. Of the following, the most accurate statement concerning “sampling error” is:
A. This type of error cannot be totally prevented even when one is using the optimum
sample design.
B. This type of error can be controlled by being accurate in calculations.
C. This type of error can be controlled by being accurate in measurements.
D. This type of error is the result of poor sample design.
E. All of the above
4. When simple random sample is used,
A. Costs of sampling will be minimized.
B. Some members of the population will still have greater probabilities of being included
in the sample than other members of the population.
C. There is still possibility of sampling error.
D. There is no possibility of chance error because random selection overcomes such error.
E. All of the above
5. Which of the following statements is true about Chebychev’s Theorem (CT) and
the Empirical Rule (ER)?
A. CTis a more conservative rule than ER, since it assumes nothing about the underlying
distribution of the measurements from which we are sampling,.
B. ERis a more conservative rule than CT, since it assumes nothing about the underlying
distribution of the measurements from whlch we are sampling.
C. CT assumes that the distribution from which we are sampling is bell-shaped.
D. A larger percentage of the measurements are expected to fall within the mean plus or
minus two standard deviations when CT is used than when ER is used
E. None of the above
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6. Suppose that A and B are independent e\}ents, with P(A)=0.2 and P(B)=0.7.
Which is the probability that neither A nor B will occur?

A o014
B. o0.24
C. 0.90
D. o.10
E. None of the above

7. Which of the following is correct statement concerning the Central Limit
Theorem (CLT)?
The CLT states that the sample mean, %, is always equal to p.
The CLT states that for large samples, ¥, is always equal to p.
The CLT states that for large sample, the sampling distribution of population mean is
approximately normal.
The CLT states that for large sample, the sampling distribution of sample mean is
approximately normal.
Both B and C are correct.
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8. Suppose the statistic T is an unbiased estimator of 9 and a sample of size n is
used to compute T. Which of the following is NECESSARILY true?
The variance of the sampling distribution of Tis o/vn.
T=0
E(@)=T
E(T) =96
Variance (T) < variance (9)
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9. For a given level of confidence, if the sample size is decreased,

The probability that the interval will not include the parameter increases.

The difference between the upper limit of the interval and the lower limit of the interval
remains the same.

The difference between the upper limit of the interval and the lower limit of the interval
increases.

The difference between the upper limit of the interval and the lower limit of the interval
decreases.

10. If a researcher is using a 95% level of confidence in calculating a confidence
interval,
A. 95% of the time the computed interval will include the sample mean.
B. 5% of the time such intervals will not include the population value.
C. Inthelong run, 95% of all sample means will fall within the interval.
D. 95% of the time the interval will not include the population value.

11, One characteristic of any t-distribution is
It is skewed to the right. '
As n increases, the t-distribution has less and less resemblance to a normal curve.
It has a single parameter, which is degree of freedom.
Ithas p=0 and o= 1.
None of the above
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12. Totest Hy: 0? = o vs. Hy: 0% # 02 the test statistic is

A. s?/a}
B. s?/(n— 1o}
C. ns?/c?

D. (n-1)s%/o?

13. Theratio (s/s2)/(a2/02) is
A. t-distributed

B. z-distributed

C. y%-distributed

D. F-distributed

14. Of the following, the one that is NOT a property of multinomial experiment is

A. the experiment consists of n identical trials.

B. the outcome of each trial falls into one of the k classes, or cells.

C. The trials are independent

D. The probability that the outcome of a single trial will fall in a particular cell varies from
trial to trial.

15. For a Chi-square test of a contingency table,

A. The expected cell counts should be 10 or more.

B. The degrees of freedom will always equal k-1.

C. All cell counts should be greater than or equal {o 5.

D. All expected cell counts should be greater than or equal to 5.

16. See the ANOVA table shown below. What is the total number of observations?

A 7

B. ¢

C. n

D. 13

E. None of the above

Source d.f. SS MS F
Treatments 2 ? ? 2
Error ' ? ? 25

Total ? 325

17. If we regress y on x by the least-squares technique and the correlation between x

and y, 7, = 0.7, which of the following is most correct?

A. The percentage of squared deviations in the y values that are “explained” by the x
values is 30%.

B. The percentage of the squared deviations in the y values that are “explained” by the x
values is 70%

C. The percentage of squared deviations in the y values that are not “explained” by the x
values is 9%. :

D. The percentage of squared deviations in the y values that are not “explained” by the x
values is 51%.
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18. The chi-square goodness-of-fit test
A. 1is alower-tail test
B. 1is an upper-tail test
C. isatwo-tail test
D. all of the above are correct

19. A disadvantage of running multiple t-test in the comparison of several
population means is
A. the probability of 1ncorrect1y rejecting at least one of the hypotheses increases as the
number of t-tests increases.
o may have to be set as high as .10 for valid testing.
sample sizes may have to be very large.
null hypothesis may not be rejected for any of the t-tests.
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20. There are three basic assumptions for the F-test in an ANOVA to be valid, and
those assumptions are
normality, large sample sizes, and equal group variances.
normality, independence, and equal variance.
equal variance, large sample sizes, and independence.
large sample sizes, normality, and equal variance
None of the above
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21. A straight line fitted by least-squares techmques has all of the followmg
characteristics except
it gives the best fit to the data in the sense that it makes the sum of squared deviations
from the line less than any other straight line
the larger the population from which the sample is drawn, the better the fit.
The deviations of the actual values from the predicted values sum to o.
When the data represent a sample from a larger population, the least-squares line is the
“best” estimate of the population regression line.
None of the above
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22. In a simple regression model y; = by + by x; + &;, the key assumption that
allows one to construct confidence intervals for the slope is
A. y; isindependent of x;.
B. the x; are normally distributed
C. therelationship between y; and x; islinear
D. the ¢ are normally distributed

23. The following regression equation has been estimated:
y; =64 + 3.26x; — 387z + &
(0.48) (2.21) (1.11) -
The numbers in parentheses are estimated standard error and the sample size was 20,
which of the following interpretations is NOT entirely correct?

A. x; has a positive effect on y;.

B. y; decreaseas z; increases.

C. therelationship between y; and x; is linear
D. the model assumes ¢; are normally distributed
E. None of the above
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24. When one uses a dummy variable in a regression model,

The number of dummy variables entered for the qualitative vanable is always one less
than the number of levels of the qualitative variable.

Only one dummy variable needs to be entered into the model

The number of dummy variables entered for the qualitative variable equals the number
of values the qualitative variable can assume.

One should not enter a second qualitative variable because there will be too many
dummy variables in the model.
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25.If § =2+ 3.1x — 1.542,
as x increases, ¥ increases to a maximum and then decreases.
¥ decreases as x increases.
as x increases, y decreases to a minimum and then increase.
as x decrease, ¥ increases to a maximum and then decreases.
E ¥ increases as x increases.
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1. BEERE (—&F54%)

1) i (stratified sampling)
2) &t5RAE (informed consent)
3) FE (Validity)

4) BEETE (Cross-sectional study)
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