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1. Compute the symmetric LDL" factorization of [a Zj (10%)
C
2. Find the determinant of A=(qa,;),if a,, =i+ for i, je{1,2,---,n}. (10%)

3. Let A be anmxn matrix over R, prove that rank(A)<mandrank(A)<n. (10%)

4. Prove that A= and B=
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0
0| are similar. (10%)
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5. Let V be a vector space of dimension 2. We say that a linear map 7:V —»V
is self-adjoint if <7(v),w >=<v,T(w) >.

(1) Suppose that {v,v,} is an orthonormal basis for Vand 7:V -V 1is a
self-adjoint linear map. Show that the matrix of 7 relative to that basis is
symmetric. (15%)

(2) Assume that f:vxV — R is a map defined by f(,w)=<T(v),w> where
T 1is a self-adjoint linear map. Show that f is a bilinear symmetric form

of V. (15%)
1 1 1

6. LetA=|1 2|,y=|2 Find min,cpz||[Ax —y|. (15%)
1 4 3

7. In R*, let w;=(1,0,1,0), w,=(0,1,0,1), w,=(1,0,0,0). Prove that {w,w,,w;} is
linearly independent. Use the Gram—Schmldt process to compute the orthogo-
nal vectorsV,, Vv, and V; such that span{w,,w,,w,}=span{v,,v,,v;} and then
normalize these vectors to obtain an orthonormal set. (15%)



