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1) (15 points) Let Q = {1,2,3,4,5,6} be the sample space. Define three events: A=1{1,2}, B=
{2,3}, and C = {4,5,6}. The probability measure is unknown, but it satisfies the three axioms of
probability.

a) (5 points) What is the probability of A N C?

b) (5 points) What is the probability of AU BUC?

¢) (5 points) State a condition on the probability of either B or C that would allow them to be
independent events.

2) (20 points) The probability density function (pdf) of a random variable X is shown in Fig. 1.
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Fig. 1: pdf of X

a) (5 points) Compute the value of A.
b) (10 points) Find the cumulative distribution function (cdf) of X, that is, Fix(x).
¢) (5 points) Compute the probability of the event {2 < X < 3}

3) (25 points) Consider a communication channel corrupted by noise. Let X be the value of the
transmitted signal and Y the value of the received signal. Assume that the conditional density of
Y given X is Gaussian, that is,

2
frix(ylz) = \/%GXP (—(—y?f)—)
and that X takes on only the values +1 and —1 equally likely.
a) (5 points) Find the pdf of X, that is, fx(z).
b) (10 points) Find the pdf of Y, that is, fr(y).
¢) (10 points) What is the conditional density of X given Y, that is, fxy(z|y).
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4) (20 points) Let X; and X, be independent and exponentially distributed random variables with
pdf

in("E) = /%'-exp (_%) ’LL(.’E), 1=1,2,

where p > 0 and u(z) is the unit step function. Define Z £ max(X, Xs).
a) (10 points) Find the cdf of Z, that is, Fz(2).
b) (10 points) Find the pdf of Z, that is, fz(z).

5) (20 points) In your physics courses, you have studied the concept of momentum p = mv in the
deterministic, that is, nonrandom sense. In reality, measurements of mass m and velocity v are
never precise, thereby giving rise to an unavoidable uncertainty in these quantities. In this problem,
we treat these quantities as random variables. So, consider a random variable mass M with given
pdf fa(m) and a random variable velocity V with given pdf fi(v). We are also given the averages
py = E[M] and py = E[V] (that would presumably correspond to our measurements in the
physics course). Assume that M and V are independent and nonnegative random variables.

a) (5 points) Express the cdf of the momentum P = MV, that is, Fp(p), in terms of the known
pdf’s far(m) and fir(v). |

b) (10 points) Find the pdf of P = MV, that is, fp(p), in terms of fi,(m) and fy-(v).

c) (5 points) Determine the expected value of the momentum pp = E[P] as a function of
and py.




