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B P 3EEE At AL R AR T 2L T AR A

1. One way to make Al smarter is to have it learn from its environment. Cars of the future, for example, will
be better at reading street signs and avoiding pedestrians as they gain more experience. But hackers can
exploit these systems with “adversarial attacks™: By subtly and precisely modifying an image, say, you can
fool an Al into misidentifying it. A stop sign with a few stickers on it might be seen as a speed limit sign,
for example. The new study reveals Al can be fooled into not only seeing something it shouldn’t, but also
into behaving in a way it shouldn’t. (20%)

(https://www.sciencemag.org/news/2019/12/watch-ai-goalie-psych-out-its-opponent-most-hilarious-way)

2. Like most robots, social robots use artificial intelligence to decide how to act on information received
through cameras and other sensors. The ability to respond in ways that seem lifelike has been informed by
research into such issues as how perceptions form, what constitutes social and emotional intelligence, and
how people can deduce others’ thoughts and feelings. Advances in Al have enabled designers to translate
such psychological and neuroscientific insights into algorithms that allow robots to recognize voices, faces
and emotions; interpret speech and gestures; respond appropriately to complex verbal and nonverbal cues;
make eye contact; speak conversationally; and adapt to people’s needs by learning from feedback, rewards
and criticisms. (20%)

(https://www.scientificamerican.com/article/social-robots-play-nicel y-with-others/)

3. A bit more on “multidimensional analysis,” for the curious. The goal of this method is to model stylistic
variation in a database of text. To do that, a computer program takes a large amount of text data and
figures out which of dozens of grammatical structures—Ilike types of verbs, questions, superlatives, and
plenty more—are most common in each of the individual texts dataset. Finally, the analysis identifies
patterns across groups of grammatical forms, which taken together can group the texts into different
“dimensions.” Looking at the dimensions that account for the biggest variation in grammar within the
dataset can explain the differences in style over time. (20%)
(https://gz.com/1153080/tramp-tweets-analyzed-by-linguists-reveal-five-characteristics/)

4. EERABRUEAFEE  BERRN TR - BT2XUMLOFERARBTNEN RARET
A G BT BE Bk WA RN FERALN T R ARONEELETES
2 Mk FEBEGAE - (20%)
(http://www.airitibooks.com/pdfViewer/index.aspx?PublicationID=P20111110007 &IsPreview=true&Go
ToPage=8)

—B—RMETHEE BREIFEET > IAZBRENEUL RN ELAARTRABRFOLE
FRAAEME - BRBF BT LERBYET RTHRAESEARAF L ALEZR LR ELT -
ZURENEEFHFAVBREULH ER - AR T REBRD - (20%)
(https://www.bbc.com/zhongwen/trad/chinese-news-48798125)
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