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1. Short Questions
Answer the questions below by providing the most appropriate choice. Write down the correct
answer on your answer sheet. No explanations will be considered in grading this portion of the
exam. Each correct answer is worth 5 points (5%).
1) Which of the following functions can be the autocorrelation of a real-valued wide-sense
stationary random process?

a) f(r) =12
b) f(7) =sin(7)
c) f(r)=r?

d) f(r) =cos(27T)
e) None of the above.

2) Consider a set of four binary codewords given by ¢; = [1,1,1,1], ¢ = [1,~1,1, 1],
c3 = [1,1,~1,-1], and cg = [1,—1,—1,1]. Assume that the received signal of a receiver
is given by r = —cy, + z where z is a 1 X 4 zero-mean real-valued Gaussian random
vector with E[zTz] = ¢%I. Given r = [—0.3,0.3,0.1,0.2], find the maximum-likelihood
codeword.

a) ¢
b) ¢
c) c3
d) c4
e) c; and c

3) Let s1(t) = cos(2n f.t) and sq(t) = cos(2m(f. + Af)t). Define p = JT s51(t)so(t)dt, where

T = n/f. for some fixed integer n. Determine the minimum A f so that p = 0.

a) Af=1/T
b) Af=1/(2T) .
c) Af=2/T

d) Af = cos(T)
e) None of the above.

4) The equivalent baseband transmitted signal for a digital communication system is given
by V(t) = =2 _ . Ang(t — nT), where A, is the complex-valued wide-sense stationary
random information sequence and g(#) is the impulse response of the transmission filter.
Let E[A,] =0 and E[A}, Apim) = 1 if n = 0 and zero otherwise. Let G(f) be the Fourier
transform of J( ). Determine the power-spectral density of V (t).

a) Sp TIC )|2
b) Sy f) FIGUNIP
¢) Sv(f)=7G(f)




of R 109 25 RA LR A A R
#8 A RMRE | A#EA5E %2 X
RArdan]  ERTEZZ-FRALRERE
BHRIEREL-ENTE

d) Sv(f) =3ZG(f)
e) None of the above.
5) Regarding the binary modulation techniques, BPSK, BFSK and on-off keying, which of
the following statements is true?

a) Under the coherent detection, BPSK and BFSK have the same performance under
the same SNR.

b) Under the coherent detection, BFSK and on-off keying have the same performance
under the same SNR.

c) Under the coherent detection, BPSK has the best performance under the same SNR.

d) Under the coherent detection, BFSK has the best performance under the same SNR.

e) None of the above.

6) Which of the following statements is correct?

a) An FM modulator is equivalent to a differentiator followed by a PM modulator.
b) A PM modulator is equivalent to an integrator followed by an FM modulator.
¢) An FM modulator is equivalent to an integrator followed by a PM modulator.
d) An FM modulator is equivalent to a limiter followed by a PM modulator.
e) None of the above.
7) Regarding to the anti-aliasing filter, which of the following statements is correct?
a) The anti-aliasing filter is a high pass filter to remove the in-band noise.
b) The anti-aliasing filter is a combination of non-aliasing high-pass and low-pass filters.
c) The anti-aliasing filter is a low-pass filter to prevent aliasing effect after sampling.
d) The anti-aliasing filter is a combination of two non-aliasing high-pass filters.
e) None of the above.
8) To reconstruct the original signal g(t) from the sampled signal gs(t) = Yoo o 9(nTs)(t—
nT%), which of the following statements is correct?
a) The original signal may be reconstructed by passing the sampled signal through an
envelope detector.
b) No matter how fast of the sampling rate is, the original signal cannot be reconstructed
from the sampled signal.
c) The original signal may be reconstructed by passing the sampled signal through a
low pass filter.
d) The original signal may be reconstructed by passing the sampled signal through a
delta demodulator.
e) None of the above.
9) Assume that a stationary random process X7, Xo, ... has zero mean and variance o2, The
correlation between two adjacent signal point is E[X,X,_1] = @ > 0. Determine the
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variance of the sequence Y, = X, + X,;.
a) 20% + 2a
b) 0% —a
c) 202 —2a
d) ac?
e) None of the above.
10) A PAM system produces the signal s(t) = 300 m(nT)h(t — nTy), where T is the

sampling period and m(t) is the message signal. Let H(f) be the Fourier transform of
h(t) and M(f) be the Fourier transform of m(t). Determine the Fourier transform of s(t).
a) S(f)=FTn o M(f— ,_,’,—s) ® H(f), where ® denotes the convolution operator.
b) S(f) = T8 oo M(f = £)H(f)
O S(f) = £ TR o H(f - £)M(f)
&) S(f) = 3 TF o0 M(f — £)H(f) exp(j2nksT,)
e) None of the above.
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II. Long Questions

Give detailed derivations on the following questions. The grade of this portion depends not only

on the correct answers but also on the explanations and derivations. Therefore, explain every

detail as possible as you can.

D

2)

(25%) A binary communication system uses two signals s1(t) and ss (t), for0 <t <T,
to represent equal probable information bit “0” and “1”, respectively. The energies for
both signals are equal with E = T |s1(t)[2dt = [{ |s2(t)|*dt. Let the received signal be
r(t) = 54(t) + n(t), where n(t) is a zero-mean white Gaussian noise with power spectral
density of Ny/2.

a) (10 %) Design an optimal receiver for the system.

b) (10 %) Determine the bit error rate for the optimal receiver.

c) (5 %) Given E and Ny, under what conditions, the receiver has the best performance.

(25 %) Consider a quaternary digital modulation system with M = 4 signals
si(t) = 1(t) +¢2(t)  s2(t) = —du(t) + o(t)
s3(t) = —¢1(t) —a(t)  sa(t) = di(t) — $(t)
where ¢;(t) and ¢,(t) are shown in Figure 1. The signal received at the demodulator is
given by
z(t) = sp(t) + n(t)
where s,(t) is the signal transmitted by the modulator, m € {1,2,3,4}, and n(t) is a

white Gaussian noise with the probability density function
1 W2
flw) = ——e 32
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a)

b)

(5 %) Find a set of orthogonal basis functions for the signal space in terms of ¢;(t)
and ¢4(t). Sketch the signal constellation.

(10 %)Find and sketch the maximum likelihood (ML) detector and sketch its decision
regions in the signal space.

(10 %) Compute the error probability P. of the ML detector, assuming the signals
s1(t), s3(t), sa(t), and s4(t) are equally likely to be transmitted.






