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1. (14 47) Let the random variable X has a Uniform(0,2) distribution, ¥ has a Uniform(0,1) distribution and
the random variable Z has a Uniform(0, 0.5) distribution.

(@) B & 414 the probability density functions of X, Yand Z , fFf(x}, g(¥), and h(z) with

space (% b — BRI > THEIF gfe h = B Sik).

(b) F&3 & #] 41 and draw the cumulative distribution functions of Xand Yand Z,i.e. F(x),

G(y) and H(z) (A B L& NF,G fH= B 30¥k).

2. (14 77)

() 55 =0T BB B AR EFE (Central Limit Theory)iy PR 5o H A i

(b) Let X be the mean of a random sample of n = 25 currents (in milliamperes) in a strip of wire in which
each measurement has a mean of 15 and variance of 4. Calculate the approximate probability

P(X = 15.784)=".

3.(14 47) Let X,,X,, -, X, denote a series of random variables from a distribution with unknown
parameter @. E=THAME{IREL (likelihood function) EidffEfsRex L8 (joint probability density
function) 2 AH[5]jax BLAH Bz

4. (14 77) TEHEITHET G E (hypotheses testing) DA TE f& IR 48 AR fi {Eas (null hypothesis)if » &85
@ (H %] « (the significance level or tolerance level) {1 p-value Wi{lEEi > EIATEEES » 55 FH SC Rk
sRBABCA BRI » 370 M 8 i ek S bR IR B & iR

5. (14 47) Let X be a random variable associated with a Bernoulli trial, i.e. X has a Bernoulli
distribution with the probability of success p.

(a) (4 47) Write down the probability mass function of X .

(b) (5 %) Derive the expected value of X .

(c) (5 %~ ) Derive the variance of X .

6. (14 47) Prove the Theorem: If X~N(u,a?), then Z = (X — u)fa is N(0,1).

7.(16 43) Assumingthat X; is N(uy, of) with n, sampleand X, is N(ua, o) with ny sample.
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(@) Hyt py = 60 (when g isunknown)

(b) Hyt gy = g2 (When X; and X, areindependent)

(c) Hyt py = p2 (Wwhen X; and X, are paired data taken from same subject and hence n; =n; =n)

(d) Hyg: af = af




