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Suppose that X1,X2,···,Xn are a random sample from N(µ,cr 2), where 
-oo < µ < oo and O < cr2 < oo are both unknown parameters . Let 
Pr(Xn ::; 0) = 0.8,X = Li=l Xi/n, S2 = Li=i(Xi - X) 2/ (n - 1), and <I>( .) 
be the c.d.f. (cumulative distribution function) of N(O, 1). 

1. What is t he maximum likelihood estimator of 0? 
(A) X + s<I> - 1 (0.8) (B) X + ~s<I>-i(o.s) (C) X + [i!i;s<I>- 1(0.8) (D) 
none of above 

2. What is the uniformly minimum variance unbiased estimator of 0? (Here 
r( .) is the gamma function) 

(A) x + rc~~JJ{
2

) s<I> - 1 (o.s) (B) x + Nrtf~~~lo/2ls<I>- 1 (0.s) 

(C) X + ~r((n-l)/2),s<I>-i(o 8) (D) none of above V ~ r{n/2) · 

Suppose that a single random variable X has the p.d.f. (probability density 
function) f( x; 0) = 2(1 - 0)x + 0, 0 ::; x ::; 1, and J(x; 0) = 0 otherwise, 
where the value of 0 is unknown, but O ::; 0 ::; 2. Based on this "single" 
random variable X, the following hypotheses are to be tested: Ho : 0 = 2 
versus Hi : 0 = 0. 

3. What is the critical region for which a+ 2/3 is a minimum, where a and 
/3 are the respective probabilities of Type I and Type II errors? 
(A) x > 1/3 (B) x > 1/2 (C) x > 1/4 (D) none of above 

4. What is the minimum value of a+ 2/3 for the critical region you found 
in Problem 3? 
(A) 4/9 (B) 5/9 (C) 6/9 (D) none of above 

5. Suppose that for testing Ho against Hi, the significance level a is given, 
0 < a < l. What is the best critical region for which the probability of 
Type II error is minimized? 
(A) x 2: 1/(k + 1), where k > 0 satisfies k2 /(k + 1)2 = a (B) x :S 1/k, 
where k > 0 satisfies k2 /(k + 1)2 = a. (C) x > 1/k, where k > 0 satisfies · 
k2 /(k + 1)2 = a (D) none of above 

Suppose that "four observations are t aken at random from a normal distri­
bution for which the meanµ, -oo < µ < oo , is unknown and the variance is 
1. Suppose also that the following hypotheses are to be tested: Ho : µ 2: 10 
versus Hi : µ < 10. 
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6. Define X to be the sample mean of these four observations. What is 
the best critical region for the uniformly most powerful test for testing Ho 
against H1 with the size (maximum significance level) a = 0.1? (hint: 
<I>(l.282) = 0.9, where <I>( .) is the c.d.f. of N(O, 1)) 
(A) X ,s; 10.641 (B) X ,s; 8.359 (C) X ,s; 9.359 (D) none of above 

7. What is the power of this uniformly most powerful test atµ= 9? 
(A) <I>( - 1.282) (B) <I>(0.718) (C) <I>(l.282) (D) none of above 

8. What is the probability of not rejecting Ho ifµ = ll? 
(A) <I>(3.282) (B) <I>( - 3.282) (C) 2<I>(3.282) - 1 (D) none of above 

Suppose that "one observation" X is drawn from a distribution with the 
following p.d.f.: f(xl0) = l /0 for O < x < 0 and f(xl0) = 0 otherwise. Also, 
suppose that the prior p.d.f. of 0 is ~(0) = 0e-0 for 0 > 0 and ~(0) = 0 
otherwise. 

9. What is the posterior distribution of 0 given X? 
(A) e-(x+e), o < x < 0 (B) e0- x,o < x < 0 (C) ex-0 ,o < x < 0 (D) none of 
above 

10. What is the Bayes estimator of 0 under squared error loss? 
(A) 1 - X (B) 1 + X (C) X (D) none of above 

11. What is the Bayes estimator of 0 under absolute error loss? 
(A) ln 2 + X (B) ln 2 - X (C) X (D) none of above 

Let X1, X2, • • •, Xn be a random sample from N(µ, 1), where - oo < µ < oo 
is the unknown parameter. 

12. What is the Fisher information of this random sample of size n? 
(A) n (B) n - l (C) n + l (D) none of above 

13. What is the Rao-Cramer Lower Bound for all unbiased estimators of 
µ2? 

(A) 2µ 2 /n (B) 4µ 2 /n (C) u2 /n (D) none of above 

14. What is the uniformly minimum variance unbiased estimator of µ2? 
(A) X. 2 + 1 (B) X.2 

- 1 (C) X.2 + 1/n (D) none of above 
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Let the random variable X n have a Poisson distribution with expectation 
n > 0. 

15. What is the limiting distribution of 2Xn/ fa - 2fo, + 2 as n --1 oo? 
(A) N(O, 4) (B) N(2, 2) (C) N(2, 4) (D) none of above 

Let Xi, X2, X3 be a random sample of size 3 from Gamma (a, /3) (with p .d.f. 
f(x; a, /3) = x 0

-
1e-x/f3 /r(a)/3°), where a = 3 and /3 > 0 is the unknown 

parameter. 

16. What is the distribution of 2(X1 + X2 + X3)//3? Here the notation x; 
means a chi-square distribution with p degrees of freedom. 
(A) X§ (B) Xis (C) X~ (D) none of above 

17. Based on your solution to Problem 16, which one below is a 95% equal­
tail confidence interval for /3? Here x;, is a positive number such that 
Pr(x~ ~ x;,,) = 'Y· ' 
(A) [2(X1 +X2+X3)/xrs,0.975i 2(X1 +X2+X3)/xrs,o.02sl (B) [xrs,o.975/2(X1 + 
X2 + X3), Xts,o.025/2(X1 + X2 + X3)) (C) [2(X1 + X2 + X3)/x§,0.975> 2(X1 + 
X2 + X3)/x§,o.025] (D) none of above 

Following a presidential debate, people were asked how they might vote in 
the forthcoming election. Based on the data below, is there any association 
between one's gender and choice of presidential candidate? To test the 
hypotheses, you might need the information that Pr(xt ~ 3.841) = Pr(x§ ~ 
5.991) = 0.95 and Pr(xt ~ 2.706) = Pr(x§ ~ 4.605) = 0.9. 

Candidate Preference 
Candidate A 
Candidate B 

Gender 
Male Female 
150 130 
100 120 

18. Given the significance level a = 0.05, what is your conclusion for the 
test? 
(A) no association (B) rejection of no association (C) the observed value 
of test statistic is between 3.841 and 5.991 (D) the observed value of test 
statistic > 5.991 

19. Given the significance level a = 0.1, what is your conclusion for the 
test? 
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(A) no association (B) rejection of no association (C) the observed value of 
test statistic < 2.706 (D) the observed value of test statistic > 3.841 

Three plants, A1, A2, and A3 produce respectively, 10, 50, and 40 percent 
of a company's output. Although plant A1 is a small plant, its manager 
believes in high quality and only 1 percent of its products are defective. 
The other two, A2 and A3, are worse and produce items that are 3 and 4 
percent defective, respectively. All products are sent to a central warehouse. 

20. If one item is selected at random from the warehouse, what is the 
probability that this item is defective? 
(A) 0.016 (B) 0.017 (C) 0.031 (D) none of above 

21. If one item is selected at random from the warehouse and observed to 
be defective, what is the probability that this item comes from plant A1? 
(A) 1/31 (B) 1/32 (C) 1/ 16 (D) none of above 

After fitting a simple linear regression model Yi = /3o + /31Xi + ti, where 
ti are i.i.d. from N(O, a 2), we have the information that I:i=l (Yi - y) 2 = 
240, R2 = 0.8, and n = 52. 

_22. What is the estimate of the standard deviation of ti? 
(A) J48/50 (B) J4875I (C) J48/52 (D) none of above 

23. If we have more information that (31 = 2, what is the sample correlation 
coefficient between x and y? 
(A) 4/5 (B) J'i,/5 (C) 2/./5 (D) none of above 

24. Two numbers are selected at random from the interval (0,1). If these 
values are uniformly and independently distributed, compute the probability 
that the three resulting line segments, by cutting the interval at the numbers, 
can form a triangle. 
(A) 1/2 (b) 1/3 (C) 1/4 (D) none of above 

25. Let Xi, X2, X3 be a random sample from a distribution of the con­
tinuous type having p.d.f. f(x) = 2x, 0 < x < 1, zero elsewhere. What 
is the probability that the smallest of these Xi exceeds the median of this 
distribution? 
(A) 1/2 (B) 1/4 (C) 1/6 (D) none of above 
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