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(21 %) A denotes an m x n matrix. Make each statement True or False. Justify each answer. 3 % for each

question. (78 3 77)

a. Ifuis a vector in a vector space ¥, then (-1)u is the same as the negative of u.

b. A subset H of a vector space ¥ is a subspace of ¥ if the following conditions are satisfied: (i) the
zero vector of V'is, and (ii) u, v, utv are in .

c. Nul 4 is the kernel of the mapping x > Ax.
The range of a linear transformation is a vector space.
The set of all solutions of 2 homogeneous linear differential equation is the kernel of a linear
transformation.

£ Ifa finite set S of nonzero vectors spans a vector space ¥, then some subset of S'is a basis for V.

g, Abasis is a linearly independent set that is as large as possible.

1 0 =2 -1 3
(20 %) LetA=|-2 1 6 |,b=|7 |,c=|2|,and define a transformation 7: R*> — R° by T(x) =
3 =2 5 —4 5
X, —2x,
Ax, so that T(x)=Ax=|-2x +x, +6x, |.
3x,—2x, +5x,

a. Find an x in R* whose image under T'is b. (10 %)
b. Determine if ¢ is in the range of the transformation T. (10 %)

c d c+d d+a

a. (10 %) Find the best least-squares line fit to the points 2, 1,3, 1),(0,0),and (-1, 1).

b. (5 %) Find the least-squares error associated with the above least—squares solution.

b +b b+
(9 %) Find a basis for the kernel and image of . T': M,,, — MM;T[a }: {a c}

1 -1
(25 %) Let A be the matrix givenby A=|-2 2 | with rank A =1.
2 2

a. Compute A* (pseudoinverse, the inverse of reduced singular value decomposition of 4). (10 %)
b. Find a least square solution for Ax=[1, 0, 1]°. (10 %)
c.  Find the orthogonal projection of b = [1, 0, 11" on Col 4. (5 %)

(10 %) Let A be the matrix of the quadratic form 9x; +7x; +11x] —8x,x, +8xx, . Find an orthogonal

matrix P such that the change of variable x = Py transforms xTAx into a quadratic form with no cross-

product term.




