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1. State whether the follovnng staternents are true or false. (20%)

e

(a) Let V be a vector space. Any sie“ﬁ Vedt(ns m V that contains the zero vector is

linearly dependent. (5%) -~
(b) It takes at least three vector
(c) Every vector space has a um e et df ectdrs that spans it. (5%) -

(d) Every subset of a linearly dependent set is linearly dependent. (5%)

; 3 . ‘
2. Consider a symmetric matrix A = L ;}, which is orthogonally diagonalizable such
that D = PTAP is a diagonal matrix. (15%)

(a) Find the matrix D. (5%)

o
(b) Find the matrix P. (5%) — | e
(c) Find the matrix A% (5%)

.
3. Consider the vector space R? with he Tnner}ro uct ((z1,v1), (T2, ¥2)) = T172 + 4y1Y2-
(15%) . - - . .

(a) Determine the norm of the vector (3, —1) in this space. (5%)
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(b) Show that the vectors (2,1) and (—8,4) are orthogonal in this space. (5%)
(c) Determine the distance between the points (3,'—1) and (2,5) in this space. (5%)
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4. Let A, /\2‘ and A3 be all the eigenvalues-oft atrix A= |-1 5 0|. Find the
' el e 0 -1 2
sum AY + A3 + A3, (10%) i
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5.LetA=1]2 1 0 andB=|:5 1“0.(10%)_
2 "3 ’

(a) Is A diagonalizable? Is A a singular matrix? (5%)

(b) Is B diagonalizable? Is B a singular matrix? (5%) -

(Hint: Please explain your answers.)
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6. A= |03 05 0.2]is the transitior obé'Eﬂwit‘ matrix of a Markov chain. x, is the
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state probability vector and x, = ‘Ax,[” 1 ’S]up‘peﬁe the initial state probability vector

[02 0.7 0.1]7. Find Jim® % (20%)

7. If A is similar to A A and A have the same eigenvalues. Show that if x is an eigenvector
of A, y = P~x s also an eigenvector of A for the same correspondmg exgenvalue where
A=P1AP. (10%)




