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1.

[15%] Complete the calculations of the following two numbers, X=134.0625, Y=-1 8

(a) [5%] Represent X and Y using IEEE 754 single precision format, respectively

(b) [5%] Add X and Y, and represent the result using IEEE 754 single precision format

(¢) [5%] Multiply X and Y, and represent the result using IEEE 754 single precision format

[20%] Translate the following C code to the minimum MIPS assembly instructions
int A[30], B[30];

for (i=1; i <30; i++) {

Ali] = A[i] - BIA[i-1]]+;

} .
At the beginning of this code segment, the only values in registers are the base address of arrays A

and B in registers $al and $a2. Assume that the values of i is stored in the register $s0

[20%] Figure 1 shows a complete datapath with control for MIPS CPU.
@

(b)
©

instruction (e.g., addi $s3, $s3, 1) step-by-step.
instruction (e.g., j L1) step-by-step.

32($s3) ) step-by-step.

[5%] Explain in detail how the architecture shown in Figure 1 is used to execute an I-type
[5%] Explain in detail how the architecture shown in Figure 1 is used to execute a jump

[5%] Describe in detail how this architecture is used to execute a load instruction (e.g., Iw $t0,

(d) [5%] Explain in detail how the architecture shown in Figure 1 is used to execute a branch
instruction (e.g., beq $t0, $s5, Exit) step-by-step.
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Figure 1: Architecture for Problem 3
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4. [20%] Design of a pipelined-CPU

(a) [5%] Explain the functions of the five pipeline stages of the pipelined MIPS CPU, respectively.

(b) [6%] Use examples to explain the three types of hazards of the pipelined MIPS CPU,
respectively.

(¢) [9%] Explain in detail how we can solve the three types of hazards of the pipelined MIPS CPU

based on the architecture shown in Figure 2, respectively.
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Figure 2: Architecture for Problem 4

5. [25%] Cache memory
(a) [4%] Explain what two localities of memory data are and give examples, respectively.

(b) [2%] Explain how a hierarchical memory system takes advantage of localities.
(c) [4%] What are the advantages and disadvantages of SRAMs and DRAMs, respectively? How
are they used in a hierarchical memory system, respectively?
(d) [15%] For a cache with 4 blocks, complete the cache access results for a direct mapped cache,
a 2-way set associative cache and a fully associative cache, respectively, shown in the three
tables shown below. Please draw these three tables in your answer papers and fill in your
answers. Note that in this problem the least recently used block replacement policy is assumed.
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Table 1: Direct mapped cache
Block Cache conte.nt after access
address Cache index Hit/miss (Mem|x] where x is the block address)
0 1 2 3
4
2
4
1
3
5
3
1
Table 2: 2-way set associative cache
Block Cache conte.nt after access
address Cache index Hit/miss (Mem|[x] where x is the block add;ess)
Set 0 Set 1
4
2
4
1
3
5
3
1
Table 3: fully associative cache
Block Hit/miss " Cache content after access
address (Mem[x] where x is the block address)
4
2
4
1
3
5
3
1






