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1. (20%)

(a) Let M= , where atbtctd=0. Find det(M).

(b) Let N = , where xyzw # 0. Find det(N).
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(c) Are the matrices M and N invertible? If it is invertible, find it s inverse matrix.

2. (20%)
(a) Let Wi and W. are subspace of finite dimensional vector space V. Show that Wi Wz is

also subspace of V.
(b) Is Wi U W. subspace of V? If true, prove it; if false, given a counterexample.

(c) Given the smallest subspace of V containing Wi U W..

3 (20%)
(a)  Show that the set {(0,1,1),(1,0,1),(1,1,0)} is basis for vector space R’
(b) Let T : R — R be linear transformation with T(0,1,1) = (2,1,0,1), T(1,0,1) =
(2,1,1,0) and T(1,1,0) = (2,0,1,1), find T(x,y,2).
(c) Find the kernel of T, given the nullity of T and rank of T.
4 (20%) Apply the Gram-Schmidt process to transform the basis vectors w = (0,1,1), w =
(1,0,1), us = (1,1,0) into an orthogonal basis {vi, vz, Vs}.

32
5 (20%) Let A = { }
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(a) Find the eigenvalues and eigenvectors of A.
(b) Find an invertible matrix C and a diagonal matrix D such that D = C' A C.

r s
(c) Find r, s, t, w such that A'® = {t Wi




