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BiRME (6X5%=30%):
1. Considera3 x 3 matrix

2 -3 141
A= 1 0 |
1—-7 0 1

[il Aisan Hermitian matrix
i] Ais positive definite
[iii] The determinantofAis1
[iv] Theeigenvaluesof Aare2,1and1
[v] Thetraceof Ais4
Which statements are correct?
(a) i~di~iv (b) i~iv~v (c) di~iv~v
(d) i~iiciiisv (e) i~v '

2. Let B € R™™ be an orthogonal matrix :
[i] The eigenvalues of Bare 1,0, or-1
[ii] The determinantofBis1
[iii] The columns of B form an orthonormal basis of R"
[iv] Forany x € R™, |Ix| = [[Bx| ,
[v] Forany X,y € R™1, (x,y) = ( Bx,By ); where (x,y) = yTx is the inner
product of vectors x and y.

Which statements are always correct?

(@) i~ iv-v (b) i~ i~ v (c) jii~ivsv

(d)y i~ii~v (e) P~ i~ i

3. In the following, which is NOT diagonalizable?

(2 1
23] w[33] e[l
2 11 2 0 1
(d |1 21 e)| 0 1 -1
112 1 -1 2
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4. Consider three vectors in R*: [1,0,1,0 ]T, [0,1,-2,1],11,-1,0,0 ]T. Among the
. following vectors, which form an orthonormal basis of the subspace spanned by
three vectors?

i [1/v2 0, 1/v2, 0]”

i [0, 1/v6, —2/vE, 1/v6]"

[||| 1 [ 1/v6, -2/v6, —1/V8, O]T
v [1/v2 -1/vE, 0, 0]
[

] 1/2, 1/2, -1/2, 1/2]°

(@) isiiivv (b) i~ii~v (c) iii~ivev

5. Given m X n matrices A and B, and there isan n X n_invertible matrix P such
that B=P"'AP. o
[i(] AandB have the same trace
[iil] A and B have the same eigenvectors
[iii] Aand B have the same determinant
[iv] Aand B have the same eigenvalues
[v] AandB are simultaneously diagonalizable
Among the above statements, which are not always true?
(@) di~iv v (b) i~iv~v (c) i~iii~iv
(d) ii~v () di~iii -

6. Let Abean n Xn matrix with nreal eigenvalues A1 > Ay > -+ > Ay > 0,
[i] Foranynonzero n X1 vectorsx, An < %Aﬁ’—‘ <A

[i] The determinant of yAz s HATAG -+ A%
[iii] The eigenvalues of matrix (A+ I)"1 are the same as those of A™
[iv] The eigenvectors of matrix (A+ I)'1 are the same as those of A™®
[v] Givenanonzero n X 1 vectorvand forany nonzero n X 1 vectorsx,
%X—ﬁ <vITA~lv
Among above statements, which are not always true?
(@) di~ii o (b) i ~v {c) dii~iv-v

(d) i~ iv (e) i-ii
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1. Given singular value decomposition of a matrix H € C™" as H=TUZV?,
where U and V are mXm and n Xn unitary matrices, £ is an m Xn
diagonal matrix composed of nonnegative singular values o1,--- ,0,,0,---,0,
where 7 = rank(H).

(a) Find the eigenvalues of HHZ. (5%)
(b) Prove that (5%) )

m 1

Yot =3Pl
i=1

i=1 j=1

2. Find the LU decomposition of the following matrix (10%):
3 21

A=12 3 2

123

3. Please use LU-decomposition to solve the following system of linear equations
(10%): ‘
X, +2X, — X5 =2
Xy —4X; + 6X3 =-3
"‘2X1 + 6X2 "'6X3 = 8

4, let By = {[é] [2]}, B1 = {[ﬂ [_31]} and B, = {[g][“ﬂ} be three bases in R
let X = [g] in By
(a) Write X in term of the vector in Bj,. (5%)

(b) Find the transformation matrix that converts a vector from in terms of Base
B, toBase B,.(5%)

5. Consider the 'vector space R® with Euclidean inner product. Apply the

| Gram-Schmidt process to transform the basis vector u; = (0,1,0), u, = (1,1,1)
and uz = (1,1,2) into an orthogonal basis {vi,vyvs}; then normalize the
orthogonal basis vectors to obtain an orthonomal basis {qs,92,93} (10%).
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6. Find a singular value decomposition of A = |—1 1 ] (10%)
1 -1

7. Consider the vector space Pz of polynomials of degree less than 3, and the
ordered basis B = {x?,x,1} for Ps. Let T: P;~>P3 be the linear transformation
such that

T(ax? +bx+¢c) = (@a—c)x®> —bx+ 2¢
Find the eigenvalues and the eigenvectors for the linear transformation T. (10%)




