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1. (20%) Given a random sample {X;}2; ~%¢ Fx(z), where Fx(z) is the distribution
function. Define an empirical distribution function as

N " Tixica
Fn(x) = Ez:i n{XfS }’

where I1x,<z) is an indicator function.

(a) (6%) Interpret the meaning of an empirical distribution function in plain words.
(b) (5%) Is Fyy(z) an unbiased estimator of Fx(z)?
(c) (5%) Is Fy(z) a consistent estimator of Fi(z)?
(d) (5%) Find an asymptotic distribution of Fy(z).
2. (20%) In order to investigate the impact of mortgage rates on housing prices in Taiwan,

an economist decides to regress P, the average housing price in city 4, on a constant
and R;, the average mortgage rate in city 4. Suppose that we have a random sample

{Pis R’i}?::l
(a) (5%) Write down the linear regression model the economist wants to estimate.

(b) (5%) When can the economist conclude that there is a causal relationship between
mortgage rates and housing prices?

{¢) (5%) Based on the assumption in (b), find the conditional expectation E(P|R).

(d) (5%) Find the estimators of the regression coefficients using the method of moments.
3. (10%) Suppose that X is a random variable.

(2) (5%) Use 1st-order Taylor approximation to show

log E{X) =~ E(log X)
(b) (5%) Suppose that X is a log-normal random variable. Show that

log B(X) = F(log X) + %Var(logX)

4. {20%) True or False, and Why? Evaluate the following statements with brief explana-

tions.

(a) (5%) The most important task in obtaining a true causality is to maxmize R2.

{b) (5%) If a regression suffers from perfect multicolinearity, the OLS estimator will be
very imprecise.

(¢) (5%) The difference between R? and R? is that homoskedasticity of the error terms
is assumed in computing R2.

(d) (5%) If one of the Gauss-Markov conditions that Var{w;|X;) = o2 is replaced with
Var(u;| X;) = 0 + 6, X; + 62X7, 65 > 0, 6; > 0 and 6, > 0, then the OLS estimator

of B; is not consistent.
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5. (10%) Let ¥; ~4 (uy,0%) and ¥ = _E;%;_’ﬁ Answer the following questions.

(a) (5%) Y is an unbiased estimator of uy. Is ¥? an unbiased estimator of ;%7
(b) (5%) Y is a consistent estimator of uy. Is Y2 a consistent estimator of p2?
6. (20%) Suppose that that the true model is given by equation (1)

Y = Bo + b1 Xu + faXos +wi, v

but we mistakenly take equation (2) as our model,
Y = Bg + BiXu + v @)

(a) (4%) Calculate the OLS estimators for equation (2), ie., B; and B:.
(b) (4%) Find the relationship between f; and fi.
(c) (4%) Is B: an unbiased estimator of £;? Why?
(d) (4%) Is B: & consistent estimator of 4,7 Why?

(e) {4%) From (d), under what condition{s) will B: be a consistent estimator of §;?
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