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1. Perforrnance evaluatron (18 %):
| Assume that- we have a workload w1th the struction mix breakdown and CPls
for “each type of instructions_4 as [_s_fl_p Table 1. The CPIs are measured

assuming that the processor h‘;ﬂf@‘l ct ache (no cache rmsses)
n S

Table 1: Instruction mix breakdo

—

. Load | Store Integer Floating Point
| Instruction C mix | 15% | 10% 50% 25%
| breakdown _ : ml .
,. CPI under perfect cache | 2 _ :W2| ::l 2 8 J
P —
R

bt

(2)y(7%) Assume that the proc,ssoﬁ ap' the perfecr cache Given two- klnds of

processor 1mprovements X and Y. X reduces the CPI of mteger operatrons

_from 2-to L whrle Y reduces the CPI of floating point operatmns from 8 t0 3.

. Which Improvement achieves better performance‘?

(b) (7%) Assume the miss ratenf_mstrucﬁron cache is 2%, and the n‘uss rate ‘of the :

" data cache is 4%. The rmss—-pén is 60 cycles for all misses. A desrgner
proposed two rnethods fo 1fnp ov ca he performance Method I reduces the
miss latency to 20 cycles and Method i} rmproves ‘the hit rate of both
1ns1ruct10n : and data cache to 1%. Which " method achieves . better

: performance‘?

©)YA%) A des1gner unproves system performance by parallelrzmg the execution

. ]
of integer operatrons As;rfnj}lgrno arallehzatron overhead how much

" performance 1mprovements,caP_We“get ith 50 processors?
: ./ s
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2. Cache (12%)

o Assume that we have a 32KB 4-way, set—ass ative cache with 32B block size.

(a) (3 %) How n;\any blocks and how l__jm  S€ ‘does the cache have?

. (0)Y(3%) Gwen two memory s, Ox FA84200 and 0x10248FFF whrch
" sets are the two addresses T p 7.

(c) (6%) If we mcrease the associativity of the cache, hich kjnd,of cache misses

can be reduced'? If we apply the way-prediction techmque on the cache, how

" could the techmque improve cache performance‘? f

3. Instructron and P1pe11ne (20%) D e r
| The ‘followmg problems will use the. mgd ‘_ho'wn below.l
| for(1=0; il=3; 1++)
._ lb[i]z'a[i]-l‘—i;’ |
Assume the lvéri.ables i, and j are assigned 0 regrsters $s0 ‘and $sl and the base

addresses of array all and b[] ar m_‘lstored\m\ registers $32 and $53 respectwely

' Registers $s4, 385, $s6 and $s1mej;ee\_'o se.

(a) (6%) Translare the given Ede to MIPS instructions. Your translatlon
" should be direct, without re'é"ffﬁ‘n'g“'ingl instruenons “to achreve better

 performance. .- A ‘ .

(b) (14%)Assurrie that ‘the. processor for executmg the code has a 'tr'aditional

5-stage 1-issue pipeline. The processor has perfect branch predlcuon and the

. branch is resolved in the deco'a"e tageﬂd .
. (4%) Which kinds of pipelin rg azarfl would happen when execuiing the

b L
code from problem (a)? ,,e.,.‘iw....!

ii. (10%) f the loop.exits ‘after executmg only two 1terations, rearrange your ‘

code from problem {a) to aclrueve better performance You may utilize the
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~ loop unrolling techflique.

(20%)

Three processes, P1, P2, andjg rlﬁ‘l Jellli:tatements repeatedly in turn That is,

the system ﬁrst executes P1's S1, then P2's S2, P3's S3, Pi's 81 st S2, ..e

Please use semaphores to enforce such running sequence between processes

(5%+5%) | —
Please answer Yes /No and g"_— anations for fo]iowiﬁg statements.
(a) The optimal page replacer erﬁlfgc[n' i |

(b)) In UNIX the name of a file is not stored in 1ts inode. -

is feasible

' (10%)

FA5HR

The memory access time is 12 ns. But.if page fault occurs, the time becomes 4

s} .\1

ms. If we want the effectwe—»aoe ot over 20 ns, what is thé maximuin

page fault rate?

WJWJ

: (5%+ 5%)

The success of virtual memory comes from the ability to detect the needs ofa

process.

~(2)How does OS know the ngedsp—

— ) romiiiens

(b)Only. the abﬂity to dete nesgg is not enough for OS to Tun a program

which size is larger than the pHysital memory.
MMWJ

What p1operty of programs makes virtual oaemory feasible?
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