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1. (10%) An urn contains 25 red balls, 12 black balls and 18 white balls. Randomly
draw 10 balls one-at-a-time. Let X be the number of red balls and Y be the number of
black balls of the 10-drawing balls. Find the joint p.m.f. of (X,Y)

a) if the drawing is without replacement;

b) if the drawing is with replacement.
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2. (20%) Let X and Y have the joint p.d.f. f(z,y) =2, 0<y <z <1 Ep
a)ﬂMP@SXSi,OSYSb. R
b) Find the conditional mean E(Y|X = z).
c) Find the covariance of X and Y.

d) Are X and Y independent? Why?

3. (15%) Let X;, X, be i.i.d. random variables from N(0,02). Find the p.d.f. of
X1

random variable Y] = Xg

4. (15%) Let X be a binomial random variable, B(n,#). Suppose that we want to
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estimate the variance of X, VarX. Consider the estimator T'(X) =n-—-(1— =). Is

0 n
T'(X) unbiased?

5. (15%) Let Xi, X5, ..., X, be a random sample from a distribution with the p.m.f.:
fl@;0) =0(1—0)*"", £=1,2,3,... where 0< 6 < 1.

a) Find a sufficient statistic for 6.

b) Find the maximum likelihood estimator, é, of 0.

c) Is § unbiased?
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6. (10%) Let X be a random variable with the p.d.f. f(z;6) = i 0 <z < 6. Consider
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the hypotheses Hy : 0 = 3 against the alternative hypotheses H; : 0 = 3 Using a single
observation of X and the critical region {X > 1}.

a) Find the significance level of this test;
b) Find the probability of the type II error.
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7. (15=b5+10%) Let X, Xs,..., X, be independent random variables distributed as
N(0,1).

a) Find E(X?).
b) Find the UMVUE of g(§) = 62.




