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1. Suppose we have a processor with a base CPI od4sQming all references hit in the primary
cache, and a clock rate of 4 GHz. Assume a mainaneaccess time of 100 ns, including all
the miss handling. Suppose the miss rate per tigiruat the primary cache is 1%. How many
cycles will the new CPI be if we add a secondagheahat has a 5 ns access time for either
hit or a miss and is large enough to reduce the mate to main memory to 0.4%?

(A) 1.2
(B) 2.6
(C) 2.8
(D) 6.5

2. Given an IEEE 754 single precision binary represst#ort
00111111110000000000000000000000. What decimal eurslepresented by the float?

(A) 0.5
(B) 0.75
(© 15
(D) 7.5

3. Which statement is not true?

(A) Branch Prediction Buffer can reduce control draiz
(B) Forwarding can reduce data hazard

(C) Memory interleaving is a technique for reducimgmory access time through increased
bandwidth utilization of the data bus

(D) Compulsory misses occur when the cache canootam all the blocks needed during
execution of a program

4. Assume that individual stages of the datapath hiadollowing latencies:
IF ID EX MEM wB
250ps 350ps 150ps 300ps 200ps
What is the total latency of an LW instruction ipigelined and non-pipelined processor?
(A) 1750ps, 1250ps
(B) 1750ps, 1050ps
(C) 1250ps, 1250ps
(D) 1750ps, 1050ps
5. Which statement is true?
(A) For floating-point numbers, y, andz, (x+y)+z=x+(y+2).
(B) The conflict misses may occur in a fully-asstieie cache.

(C) For a five-stage MIPS architecture, Translaliowkaside Buffer should be used in IF and
MEM stages.

(D) The write-through mechanism is more suitable ¥atual memory systems than the
write-back mechanism.
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6. A microkernel is a kernel
(A) compiled to produce the smallest size possiien stored to disk
(B) compressed before loading in order to redusessident memory size
(C) containing many optimized components to redesaent memory size
(D) stripped of all nonessential components
7. Which scheduler is invoked very infrequently andtcols the degree of multi-programming?
(A) CPU scheduler
(B) short-term scheduler
(C) medium-term scheduler
(D) long-term scheduler
8. Which management of OS manages the space of arflasiory drive?
(A) memory management
(B) process management
(C) storage management
(D) database management
9. Which kind of page table structure is common fairads spaces larger than 32 bits?
(A) single-level paging (B) two-level paging (C)dieed paging (D) inverted paging
10.Consider demand paging with the following pageresfee string:
54,3,8,2,3,1,2,5,6,8, 8,3,2,1,0,5,2,4,6. The mimmmumber of page faults that would occur is
(A)6(B)7(C)8(D)9
. [20%] HL-o A ¢~ i g ch? s W E (FAL 24 0 & 103E)

1. _[i_ switches threads only on costly stalish @s a leve-2 cache miss.

2. _@_ is the situation where two different pssors can have two different values for the
same location.

3. _EB_ is caused by the first access to a hl@tkhas never been in the cache.

4. _Bl_ is a structure that holds the destingtiogram counters for branch instructions.

5. _E$_ is the principle stating that if a dageation is referenced, data locations with
nearby addresses will tend to be referenced soon.

6. _Eq%_ is the requirement for solution to caitisection problem when a process is executing
in its critical section, then no other processeslmaexecuting in their critical sections.

7. _B’_ is the mechanism that brings a pagemetoory by a pager only when it is needed.

8. _@3_ is a private network connecting servedsséorage units.

9. The section of a process containing temporary siath as function parameters, return
addresses, and local variables is called D_Q_.

10.As a process runs out of its time quantum, it euter _|:1|0_ state.
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. write() is a system call anfavrite() is a standard C library call.

The five stages of MIPS pipeline are IF (instructfetch), ID (Instruction decode and register
read), EXE (Execute operation or calculate addré4EM (Access memory operand), and WB
(Write result back to register). Given the follogioock :

add $5, $2, $1
w  $3, 4($5)
w  $2, 0($2)
or $3,$5, $3
sw  $3, 0($5)

Suppose the data hazards must be resolved byirigtathe dependent instructions until the
needed operand is written back to the register Wile assume that when the needed operand |s
written back to the register file, the dependestrirction can read the needed operand from the
register file in the same clock cycle. How many dQd at what places that you add to make
the code segment execute correctly? How many cylddblese instructions execute? You musi
show how to get the answer.

\14

Assume that a two-way set-associative cache of tb€kb, 1-word block size, and a 32-bit
address. How many total bits are required for #hehe (including valid bits)? You must show
how to get the answer.

Consider a computer running a program that requa@3s, with 100s spent executing FP
instructions, 75s executed Load/Store instructians, 40s spent executing branch instructions,
What will the speedup be if the times for FP ananbh instructions are reduced by 30% ang
50%, respectively? You must show how to get thevans

(a). Discuss their differences in the runtime emwinent.
(b). Discuss their performance issues and indicatehat case one is better than the other.

Consider deadlocks.
(a). What conditions will a deadlock arise? Giveeaample of a deadlock.
(b). What are the methods for handling deadlocks?

An allocation method refers to how disk blocks @tecated for files.

(a). What are the three typical allocation methods?

(b). A solid-state drive (SSD) is a data storag@adethat uses integrated circuit assemblies a
memory to store data persistently, distinguishexinfitraditional electromechanical magnetic
disk drives (HDD). Discuss the differences of blatlkocation between SSD and HDD.
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