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n=136 X =246 S=12 Hy: pu<20

Ha: p>20

1. Refer to Exhibit AA. The standardized test statistic equals

a. 2.3

b. 0.38

c. 2.3

d. -0.38 _
2. For a one-tailed hypothesis test (upper tail) the p-value is computed to be b

0.034. If the test is being conducted at 95% confidence, the null hypothesis
a. could be rejected or not rejected depending on the sample size
b. could be rejected or not rejected depending on the value of the mean of the
sample
c. isnot rejected
d. isrejected
3. To construct an interval estimate for the difference between the means of two
populations which are normally distributed and have equal variances, we must
use a t distribution with (let n; be the size of sample 1 and n, the size of
sample 2)
a. (n; + np) degrees of freedom
b. (n; +ny - 1) degrees of freedom
¢. (n +mny -2) degrees of freedom
d nm-npt+2
Exhibit BB
The following information was obtained from matched samples.
The daily production rates for a sample of workers before and after a training program
are shown below.

Worker Before After
1 20 22
2 25 23
3 27 27
4 23 20
5 22 25
6 20 19
7 17 18

4. Refer to Exhibit BB. The null hypothesis to be tested is Ho:  pa=0. The
test statistic is
a. -1.96
b. 1.96
c. 0
d. 1.645
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S. In an analysis of variance where the total sample size for the experiment is nr
and the number of populations is"K, the mean square within treatments is
a. SSE/(nr-K) .
b. SSTR/(nt - K)

c. SSE/K - 1)
d. SSE/K
Exhibit CC

To test whether or not there is a difference between treatments A, B, and C, a sample
of 12 observations has been randomly assigned to the 3 treatments. You are given
the results below.

Treatment Observation h
A 20 30 25 33
B 22 26 20 28
C 40 30 28 22

6. Refer to Exhibit CC. The null hypothesis for this ANOVA problem is
a. HiTH2
b. w=pe=us
C. HITH2TH3=H4
d. HITH2™ ... THU12

7. Refer to Exhibit CC. The mean square between treatments (MSTR) equals
a. 1.872
b. 5.86
c. 34
d. 36
8. In a regression model involving more than one independent variable, which of

the following tests must be used in order to determine if the relationship
between the dependent variable and the set of independent variables is

significant?
a. ttest
b. F test

c. Either a t test or a chi-square test can be used.
d. chi-square test

9. In a regression and correlation analysis if r* =1, then
a. SSE=SST
b. SSE=1
c. SSR=SSE
d. SSR=SST
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10. A graph showing the probability of accepting the lot as a function of the
percent defective in the lot is
a. apower curve
b. a control chart
c. an operating characteristic curve
d. None of these alternatives is correct.

Exhibit DD
Five hundred randomly selected automobile owners were questioned on the
main reason they had purchased their current automobile. The results are

given below.
Styling Engineering Fuel Economy Total
Male 70 130 150 350
Female 30 20 100 150
100 150 250 500

Hp: automobile preference is independent of sex
H,: automobile preference is not independent of sex
11. According to Exhibit DD, what is chi-square test statistic?
a. 15.891
b. 24.056
c. 29.890
d. 31.746
12. Based on Exhibit DD and question number 21, what is your conclusion?
a. do not reject the null hypothesis
b. reject the null hypothesis
c. can notjudge
d. none of the above
Exhibit EE
Below you are given a partial computer output based on a sample of 7
observations, relating an independent variable (x) and a dependent variable

¥)-
Predictor Coefficient Standard Error
Constant 24.112 8.376

X -0.252 0.253

Analysis of Variance
SOURCE SS
Regression 196.893
Error 94.822
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13. Based on Exhibit EE, to test for the significance of the slope, what is the t test
statistics?
a. 3.222
b. 3.650
c. 3.986
d. 4.126
14. Based on Exhibit EE, to perform an F test, what is the F test statistit?
a. 9.766
b. 9.932
c. 10.382
d. 11.010
15. Based on Exhibit EE, what is the coefficient of determination?
a. 0.545
b. 0.675
c. 0.776
d. 0.798
Exhibit FF
Part of an ANOVA table is shown below. (hint: you need to fill the table first)

Source of Sum of Degrees Mean
Variation Squares of Freedom Square F
Between Treatments 64 8

Within Treatments 2
Error
Total 100

16. Refer to Exhibit FF. If at 95% confidence we want to determine whether or
not the means of the populations are equal, the critical value of F is
a. 5.80
b. 2.93
c. 3.16
d. 2.90

17. Refer to Exhibit FF. The conclusion of the test is that the means
a. areequal

b. may be equal

c. are not equal

d. None of these alternatives is correct.
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18.  Which of the following is(are) point estimator(s)?

a. ©
b. u
c. s
d o
Exhibit GG
The following information regarding a dependent variable (Y) and an independent
variable (X) is provided. .
Y X
4 2
3 1
4 4
6 3
8 5
SSE=6
SST=16
19.  Refer to Exhibit GG. The coefficient of determination is
a. 0.7096
b. -0.7906
c. 0.625
d. 0.375
20.  Refer to Exhibit GG. The MSE is
a. 1
b. 2
c. 3
d 4
21.  In multiple regression analysis, the correlation among the independent

variables is termed

a. homoscedasticity

b. linearity

¢. multicollinearity

d. adjusted coefficient of determination

22.  If A and B are independent events with P(A) = 0.65 and P(A 1 B)= 0.26, then,
P(B) =
a. 0.400
b. 0.169
c. 0390
d. 0.650
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23. Stratified random sampling is a method of selecting a sample in which
a. the sample is first divided into strata, and then random samples are taken
from each stratum
b. various strata are selected from the sample
c. the population is first divided into strata, and then random samples are
drawn from each stratum
d. None of these alternatives is correct. v

24. A variable that takes on the values of 0 or 1 and is used to incorporate the
effect of qualitative variables in a regression model is called

an interaction

a constant variable

a dummy variable

None of these alternatives is correct.

Ao o

25. A random sample of 121 bottles of cologne showed an average content of 4
ounces. It is known that the standard deviation of the contents (i.e., of the
population) is 0.22 ounces. In this problem the 0.22 is

a parameter

a statistic

the standard error of the mean

the average content of colognes in the long run

poow
















