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Note: R denotes the field of real numbers. ~

1. (10%) Are the vectors (1,1,1,0), (0,0,1,1), and (2,2, ~—1,—3) linearly independent
in R4? Justify your answer.

2. (15%) Find all possible real numbers y, x5, 3, and x4 that satisfy the following
system of linear equations:

311,‘1 + 4.’1)2 - 2.'173 + 7$4 = =2
Ty + 3z + z3 + 4dxq4 = 1
2.’1)1 -+ 2.’1)2 he 2.'1,‘3 + 4.’L’4 = =2

3. (15%) Let T': R3 — RR3 be a linear operator defined by
T(z1, T2, 23) = (271 — 3x2 — 4x3, —T1 + 429 + 423,21 + T2 + 3).

Does there exist an ordered basis 3 for R? such that the matrix representation [Tz
of T' with respect to 3 is a diagonal matrix? Justify your answer.

4. (15%) Let A be a real 5 x 5 matrix satisfying A3 —4A42+5A4 —2I = O, where I is the
5 x 5 identity matrix and O is the 5 x 5 zero matrix. Is the matrix A4+ A3-34%-34
invertible? Justify your answer.

5. (15%) A square matrix A is called an orthogonal matrix if A*A is the identity matrix,
where A® is the transpose of A. Prove that every real 2 x 2 orthogonal matrix is

either
cosf —sinb cos ¢ sin @
sin § cos or sinf —cosf
for some real number 6.
6. (15%) Determine all inner products (-,-) on R? such that
((a,b),(=b,a)) =0
for all real numbers a and &.

7. (15%) Let T be a linear operator on a finite-dimensional real inner product space
V. Prove that if T is self-adjoint (i.e., T is its own adjoint), then there exists an
orthonormal basis for V' consisting of eigenvectors of T.




