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1. (25%) The joint density function of X and Y is given by

kxyz, x—-1<y<l-x,0=<x<1,

0, otherwise.

fxy(x,y)= {

(1) (5%) Find the value of k that makes this a probability density function.

(2) (5%) Find P(X > 7).

(3) (5%) Derive the marginal density of .

(4) (5%) Find P(Y > 0|X = 0.75).

(5) (5%) Are the random variables X and Y independent? (You should clearly write

down the reason.)

2. (15%) A random-sample of size n is taken from a population with the probability mass

function:
pr() =00=—6)"1, y=1,2,3,....

(1) (5%) Find the method of moments estimator for .
2) (5%) Fihd the maximum likelihooed estimator for 6.
(3) (5%) Which one is better? (You should clearly write down the details for your

criteria and comparisons)

3. (10%) Suppose one observation from the probability density function fy(y) = fe %,
y > 0, is to be used to test H, : § = 1.5 versus H; : 6 < 1.5. The decision rule calls
for the null hypothesis to be rejected if y > In 15.

(1) (5%) Find the probability of Type I error, .
(2) (5%) Find the testing power as a function of 6.
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4. (20 points) Consider the following model for panel data with a time effect 4,

Yir = O + 01 Ziz + 020s + €yt

Show how o can be estimated by the ordinary least squares method using “time-
demeaned” procedure.

5. (30 points) Given the model

y: = Po + Bizn + BaZsz + U,

with constraints 8y + 1 = o and B + B2 = —a, suppose that all the classical
linear regression assumptions hold.

(a) As a is unknown, how do you test the constraints in the model?
(b) How would you estimate o?

(¢) Is your estimator & in (b) the best linear unbiased estimator?
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