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Notations.

(1}

I,, : the identity matrix of size n.
M, «m(R): the set of n X m real matrices.

(5) Find all scalars s, if any exist, such that [1,0,1], [2,s,3], [1, —s, 0]
are independent.

Let A, B € M,xn(R)
a. (10) Prove that rank(AB) <rank(A).
b. (5) Give an example where rank(AB) <rank(A).

(10)Let u = [—1,2] and v = [3, —5] be in R?, and let 7" : R? — R? be a
linear transformation such that 7'(u) = [—2,1,0] and T'(v) = [5, —7, 1].
Find a formula for 7'([z, x2]).

Let
1 0 0
A= | =8 4 -6
8 1 9

a. (10) Find the eigenvalues and eigenvectors of A.
b. (5) Find the eigenvalues and eigenvectors of 34% + 2A4% + A + I.

(10) Find a formula for the linear transformation 7' : R* — R? that
reflects vectors in the line y = ma, where m € R.

Let W = span{[1,0, 1], [3, 1, 2]}.
a. (5) Find an orthonormal basis for W.
b. (10) Find the matrix that projects vectors in R* on W.

(10) Find the least-squares fit to the data points, [0, 0], [1,2], [2, 3], [3, 8],

by a linear function f(z) = ro + rix.
(10) Find the general solution of the linear differential equation

;1:;:1?+y
y =3 —y

(10) Let Wy and W5 be subspaces of a vector space V. Prove that
Wi, N W, is a subspace of V.
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