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1. (30%) Let a transformation T : R® — R3, is defined as
T(:Bl, Xy, IE3) = (1121 — 2372 + 2333, —3271 -+ 4332, —3331 + Z9 + 3233)

(a) Write down the standard matrix [T} of the transformation. (3%)

(b) Find the image of the vector v = (~2, 1, 3) under this transformation. (3%)

(c) Show (ZHH) that the transformation is linear (BHA9). (6%)

(d) Let the standard matrix [T be referred as matrix A, find its eigenvalues (REEUH)
and corresponding eigenvectors (§EMAE). (6%)

(e) Is A diagonalizable (I fA#1k)? If so, find a matrix P and its inverse P~ that
diagonalizes A, and determine the result of P~'AP (which is corresponding to the in-
creasing order of eigenvalues, i.e., Ay < Az < Az). (6%)

(f) Use the results of (e) to compute A% (6%) -

2. (10%) For which values of a, will the linear system have no solutions? Exactly one
solution? Infinitely many solutions?

z+2y—3z = 4
3z—y+5z = 2
dr+y+(a®—14)z = a+2

3.(10%) Let the homogeneous linear system Ax = @ with the coefficent matrix

i 4 5 6 9
3 -2 1 4 -1
-1 0 -1 -2 -1
2 3 5 7 8

A=

(a) Find a basis for the null space (or kernel space) of A. (6%)

(b) Find the rank and the nullity of the matrix A. (4%)

(Hints:

1. The null space of a matrix A is the solution space of the linear system Ax = 0.
2. The rank of a matrix is the dimension of its column space (or row space).

3. The nullity of a matrix A is the dimension of its null space.)

(1 H #£2H]



4. (15%)(a)Use combinatorial argument to show C2" =2C!+n’

(b)Use Pascal identity to prove CJ +CX :%C?”2

sl

5. (15%)Prove ﬁA,:LnJAi De Morgan’ s law

i=l

6. (20%)Solve the recurrence relation g4 =6g,.,-8a,,+3 ., a=1 ai=2
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