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f j;, ' All vector spaces and matrices in this set of problems are over the real field R.
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1. Let V' be the vector space of real valued functions on the closed interval 0,1]. Then
In the following, pick up the linearly independent sets.

1 1 1
(a) The elements are rational functions — , : e
r+1 z4+2 43
. o 1 1 1
(b) The elements are rational functions

(z+1) (z+1)2 (z+1)3 "
(¢) The elements are polynomial functions 1 +z, 1 + 1 + 22, 1+ + 22 + 3 ...

(d) The elements are polynomials (z+1),(z+2)% (x+3)3(z+4)4,....

(e) The elements of trigonometric functions cos z, cos 2z, cos? z, cos 3z, cos’z, ...

2 l5%| Let A, B denote two n x n matrices satisfying AB = 0. Then in the following, pick
up the correct statements.

(a) BA = 0,

(b) all eigenvalues of BA are 0,
(©) (BAP =0,

(d) A=0o0or B=0,

() rank A+rank B =n.

3. Let A be an n x n matrix with entries over R such that A% = —I,, where I, is the
n X n 1dentity matrix. Pick up the correct statements.

(a) A can not be a symmetric matrix.

(b) n must be even.
(c) The rank of A is not zero.

(d) The trace of A4 is not zero.

(¢) If B is another n X n matrix with entries over R such that B2 — —/[,, then A and
B are similar.
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1. |5%| ItT:V — W is a linear map on the vector s
pick up the correct statements.

(a) If V, is a subspace of V, then T'(V;) = {T(z) |z € V,} is also a subspace of W.

(b) If W, is a subspace of W, then T=(Wo) = {z | T(z) € Wy} is also a subspace of V.
(c) If T is one-to-one, then T is onto.

paces V' and W, then in the following,
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“t i (d) IfU : V — W is another linear map, and T and U agree on a basis for V, then
£ T=U. '

G 2. Both A and B are n x n matrices. Then in the following, pick up the correct
’”»j statements

(a) If A and B are similar, then det(A) =det(B).
(b) If A has the rank n, then det(4) = 0.

(c) If M = ( 61 g ) is the 2n x 2n matrix, then det(M) =det(A)det(B), where 0 is

the zero matrix.

(d) If B is obtained from A by performing an elementary
exists an elementary matrix E such that B — AFE.

3. Let V' be a vector space with dimension
- correct statements.

row operation, then there

n. Then in the following, pick up the

(a) Any linearly independent subset for V containing exactly n vectors is a basis for V.
- (b) Any finite generating set for V' contains at most 7 vectors.

(¢) Any two bases for V have the same number of vectors.

(d) If {vy,v9,vs,... ) Un—1,Un } is a basis for V., then

{’U], V1 + 2’02,‘2)1 + 2'02 ~+- 3’U3, "1 + 2?)2 -+ 3'03 + 4‘2)4, .oy, U1 F 2?.)2 + 3’03 + -

.+ + Ny}
1s also a basis for V. |
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1. Let @ < 1 denote two eigenvalues of A = ( é g ) . with ( z ) the eigenvec-

tor corresponding to 6 and ( ?b? ) the eigenvector corresponding to n. Let A0 —

(é Zgo).What 1S a—+b+c?

2. Determine the minimal polynomial of the matrix

O 0 0 1
0 0 1 1
0 -2 0 0
-2 0 0 0

3. Determine the minimal polynomial of the matrix

0 0 0 1
0 0 1 1
0 -2 0 0
-2 0 0 0
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| . 4 Determine the characteristic polynomial of the matrix
00100 0
| 00100
41| 0001 0
MY 0000 1 )
2 345 6

d. Let V be the set of polynomials of degree 5 orlessinz over Rand D: V — V is
defined by D(p(z)) = E%:—(p(x)) Find the trace of D.
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1. Find a 3 x 3 matrix 4 such that |

- T
2:::2—1-23/2—I~2z2 — 22y — 2yz — 2z = ( x Y z )AAt )
2z

)

where A® is the transpose of A.

2. Let A be an n X m matrix of rank r such that every set of r rows and every set of
r columns is linearly independent. Prove that every r X r submatrix of A is nonsingular.

3. Let A be an n X n matrix, and we have
A® 4+ 3A% — 4 =31,

where I, is the n x n identity matrix. Then prove that A is diagonalizable.

4. Let T : V —+ W and U : W — Z be linear maps on the finite dimensional vector
spaces V, W and Z. Then prove

Rank(UT) < Rank(U),

Rank(UT) < Rank(T),
where UT is the composite map ot U and T, and Rank(f) is the rank of the map f.

5.' Let T : V — W be a surjective linear map on the vector spaces V' and W, let
N(T') be the null space of T, and suppose V', W have the bases a, 8 respectively . Then

prove
NT) oW =V, .
where the vector space N(T) @ W = {(, y) |z € N(T),y € W} has the operations
(T1,91) + (22,92) = (21 + Z2, Y1 + 112),
c(z,y) = (cz,cy),ceR.

Note: V and W are ndt necessarily finite dimensional vector spaces. |
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